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MORITA EQUIVALENCE OF C*-CORRESPONDENCES
PASSES TO THE RELATED OPERATOR ALGEBRAS

GEORGE K. ELEFTHERAKIS, EVGENIOS T.A. KAKARIADIS,
AND ELIAS G. KATSOU LIS

Abstract. We revisit a central result of Muhly and Solel on operator
algebras of C*-correspondences. We prove that (possibly non-injective)
strongly Morita equivalent C*-correspondences have strongly Morita
equivalent relative Cuntz-Pimsner C*-algebras. The same holds for
strong Morita equivalence (in the sense of Blecher, Muhly and Paulsen)
and strong ∆-equivalence (in the sense of Eleftherakis) for the related
tensor algebras. In particular, we obtain stable isomorphism of the
operator algebras when the equivalence is given by a σ-TRO. As an
application we show that strong Morita equivalence coincides with strong
∆-equivalence for tensor algebras of aperiodic C*-correspondences.

1. Introduction

Introduced by Rieffel in the 1970’s [45, 46], Morita theory provides an
important equivalence relation between C*-algebras. In the past 25 years
there have been fruitful extensions to cover more general (possibly nonselfad-
joint) spaces of operators. These directions cover (dual) operator algebras
and (dual) operator spaces, e.g. [3, 4, 6, 7, 16–22, 34]. There are two main
streams in this endeavour. Blecher, Muhly and Paulsen [6] introduced a
strong Morita equivalence \(\text{SME} \sim\), along with a Morita Theorem I, where the
operator algebras \(A\) and \(B\) are symmetrically decomposed by two bimodules
\(M\) and \(N\), i.e.

\[ A \simeq M \otimes_B N \quad \text{and} \quad B \simeq N \otimes_A M. \]

Morita Theorems II and III for \(\text{SME} \sim\) were provided by Blecher [3]. On the
other hand Eleftherakis [16] introduced a strong \(\Delta\)-equivalence \(\tilde{\sim}\) that is
given by a generalized similarity under a TRO \(M\), i.e.

\[ A \tilde{\simeq} M \otimes B \otimes M^* \quad \text{and} \quad B \tilde{\simeq} M^* \otimes A \otimes M. \]

Although they coincide in the case of C*-algebras, relation \(\tilde{\sim}\) is strictly
stronger than relation \(\text{SME} \sim\). Indeed \(\text{SME} \sim\) does not satisfy a Morita Theorem
IV, even when \(X\) and \(Y\) are unital [6 Example 8.2]. However a Morita
Theorem IV holds for \(\tilde{\sim}\) on σ-unital operator algebras [19 Theorem 3.2].
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The Morita context can be modified to cover other classes as well. In their seminal paper, Muhly and Solel [41] introduced a strong Morita equivalence for C*-correspondences and formulate the following programme for the tensor algebras of C*-correspondences:

**Rigidity of SME.** Let $\mathcal{T}_E^+$ and $\mathcal{T}_F^+$ be the tensor algebras of the C*-correspondences $E$ and $F$. When is it true that $E \overset{\text{SME}}{\sim} F$ is equivalent to $\mathcal{T}_E^+ \overset{\text{SME}}{\sim} \mathcal{T}_F^+$?

The origins of this programme can be traced in the work of Arveson [1] on classifying dynamics by nonselfadjoint operator algebras. In this category $\overset{\text{SME}}{\sim}$ is seen as a generalized similarity, rather than a decomposition. Muhly and Solel [41] provide an affirmative answer for injective and aperiodic C*-correspondences. The main tool for the forward direction is to establish $\overset{\text{SME}}{\sim}$ for the Toeplitz-Pimsner C*-algebras $\mathcal{T}_E$ and $\mathcal{T}_F$. An elegant construction of matrix representations for $\mathcal{T}_E$ and $\mathcal{T}_F$ is used in [41] to accomplish this. Aperiodicity is used for the converse to ensure that an induced Morita context is implemented fiber-wise.

Our first motivation for the current paper was to remove the injectivity assumption for the forward direction of SME-rigidity. In fact we accomplish more by directly showing an equivalence implemented by the same TRO between representations. As a consequence $\overset{\text{SME}}{\sim}$ on C*-correspondences implies equivalence of all related operator algebras, i.e. their tensor algebras and their $J$-relative Cuntz-Pimsner algebras, for $J$ inside Katsura’s ideal (Theorem 4.4). We highlight that the converse of the rigidity question has been exhibited to be considerably difficult even when $\overset{\text{SME}}{\sim}$ is substituted by honest isomorphisms. In this reduced form, it is better known as the Conjugacy Problem and it has been answered in several major classes of C*-correspondences, e.g. [10–13, 15, 31, 32, 47] to mention but a few.

We derive our motivation also from further researching $\overset{\text{SME}}{\sim}$ and $\overset{\Delta}{\sim}$. The differences between these relations are subtle and it is natural to ask when they actually coincide. We show that this is true for tensor algebras of aperiodic non-degenerate C*-correspondences. In particular we prove that $E \overset{\text{SME}}{\sim} F$ if and only if $\mathcal{T}_E^+ \overset{\Delta}{\sim} \mathcal{T}_F^+$ if and only if $\mathcal{T}_E^+ \overset{\text{SME}}{\sim} \mathcal{T}_F^+$ (Corollary 5.4). This is quite pleasing as we incorporate a big class of operator algebras with approximate identities. Recall that $\overset{\text{SME}}{\sim}$ and $\overset{\Delta}{\sim}$ are shown to be different even for unital operator algebras.

Our results read the same if $\overset{\text{SME}}{\sim}$ is substituted by stable isomorphisms (Corollary 5.1). This follows directly from our analysis and the observation that stable isomorphism coincides with $\overset{\text{SME}}{\sim}$ by a $\sigma$-TRO. Notice that we

---

1 Decompositions in this category generalize the shift equivalences for matrices. This stream of research follows a completely different path exploited by Muhly, Pask and Tomforde [39], and Kakariadis and Katsoulis [29].
do not make a distinction between unitary equivalence and isomorphism in the category of operator bimodules. In particular we show that they coincide for C*-correspondences by viewing the linking algebra as the C*-envelope of an appropriate subalgebra (Proposition 3.1). Our methods then use a fundamental result of Blecher [2] which states that the stabilized tensor product coincides with the balanced Haagerup tensor product for non-degenerate C*-correspondences.

Although we include it in all statements, it is worth mentioning here that C*-correspondences (and thus all representations) are considered to be non-degenerate. This is not an artifact for convenience. Strong Morita equivalence automatically induces non-degeneracy of the C*-correspondences.

2. Preliminaries

The reader should be well acquainted with the theory of operator algebras [5, 43]. For an exposition on the C*-envelope s/he may refer to [28]. Furthermore the reader should be familiar with the general theory of Hilbert modules and C*-correspondences. For example see [37, 38] for Hilbert modules and [35, 40] for C*-correspondences. We will give a brief introduction for purposes of notation and terminology.

2.1. C*-correspondences. A C*-correspondence $A X_B$ is a right Hilbert module $X$ over $B$ along with a $\ast$-homomorphism $\phi_X : A \to \mathcal{L}(X)$. It is called injective (resp. non-degenerate) if $\phi_X$ is injective (resp. non-degenerate). It is called full if $\langle X, X \rangle := \text{span}\{\langle x, y \rangle \mid x, y \in X\} = B$. It is called an imprimitivity bimodule (or equivalence bimodule) if it is full, injective and $\phi_X(A) = K(X)$.

A (Toeplitz) representation $(\pi, t)$ of $A X_A$ on a Hilbert space $H$, is a pair of a $\ast$-homomorphism $\pi : A \to \mathcal{B}(H)$ and a linear map $t : X \to \mathcal{B}(H)$, such that

$$t(a)t(x) = t(\phi_X(a)(x)) \quad \text{and} \quad t(x)^*t(y) = \pi(\langle x, y \rangle_X)$$

for all $a \in A$ and $x, y \in X$. A representation $(\pi, t)$ automatically satisfies

$$t(x)\pi(a) = t(xa) \quad \text{for all} \ x \in X, a \in A.$$ 

Moreover there exists a $\ast$-homomorphism $\psi_t : K(X) \to \mathcal{B}(H)$ such that $\psi_t(\Theta_{x,y}) = t(x)t(y)^*$ [26]. A representation $(\pi, t)$ is said to be injective if $\pi$ is injective. If $(\pi, t)$ is injective then $t$ is an isometry and $\psi_t$ is injective.

A crucial remark made by Katsura [35] is that $a \in \ker \phi_X^1 \cap \phi_X^{-1}(K(X))$ whenever $\pi(a) \in \psi_t(K(X))$ for an injective representation $(\pi, t)$ of $A X_A$. This completes the analysis of Muhly-Solel [40] on covariant representations, by covering also the non-injective cases. In more details let $J$ be an ideal in $\phi_X^{-1}(K(X))$. A representation $(\pi, t)$ is called $J$-covariant if

$$\psi_t(\phi_X(a)) = \pi(a) \quad \text{for all} \ a \in J.$$ 

The representations $(\pi, t)$ that are $J_X$-covariant for Katsura’s ideal

$$J_X := \ker \phi_X^1 \cap \phi_X^{-1}(K(X)),$$
are called \textit{covariant representations}. The ideal $J_X$ is the largest ideal on which the restriction of $\phi_X$ is injective. An example of a covariant representation is given by taking the quotient map with respect to $K(F(X)J_X)$ on the Fock representation $\mathcal{F}(X)$.

The \textit{Toeplitz-Pimsner algebra} $\mathcal{T}_X$ is the universal C*-algebra with respect to the Toeplitz representations of $A X_A$. The \textit{J-relative Cuntz-Pimsner algebra} $\mathcal{O}(J,X)$ is the universal C*-algebra with respect to the $J$-covariant representations of $A X_A$. The \textit{Cuntz-Pimsner algebra} $\mathcal{O}_X$ is the universal C*-algebra with respect to the covariant representations of $A X_A$. The \textit{tensor algebra} $T^+_X$ in the sense of Muhly-Solel [40] is the algebra generated by the copies of $A$ and $X$ inside $\mathcal{T}_X$.

Due to the Fock representation, the copies of $A$ and $X$ inside $\mathcal{T}_X$ are isometric. In addition $T^+_X$ is embedded completely isometrically in $\mathcal{O}_X$, and $C^*_{\mathcal{env}}(\mathcal{T}_X) \simeq \mathcal{O}_X$. This was accomplished under certain conditions by Fowler-Muhly-Raeburn [23]; all assumptions were finally removed by Katsoulis-Kribs [33]. Furthermore Kakariadis-Peters [30] have shown that $J \subseteq J_X$ if and only if $A \hookrightarrow \mathcal{O}(J,X)$ if and only if $T^+_X \hookrightarrow \mathcal{O}(J,X)$. The proof follows by [33] and the diagram

\[
\begin{array}{ccc}
\mathcal{T}_X & \xrightarrow{\phi_X} & \mathcal{O}_X \\
\mathcal{O}(J,X) & \xrightarrow{\iota} & \mathcal{O}_X
\end{array}
\]

where the arrows indicate canonical $*$-epimorphisms. Therefore the $J$-relative algebras for $J \subseteq J_X$ are the only Pimsner algebras that contain an isometric copy of the C*-correspondences. Beyond this point we “lose” information of the original data.

We say that a representation $(\pi, t)$ admits a gauge action $\{\beta_z\}_{z \in T}$ if every $\beta_z$ is an automorphism of $C^*(\pi, t)$ such that

\begin{equation}
(2.1) \quad \beta_z(\pi(a)) = \pi(a) \quad \text{and} \quad \beta_z(t(x)) = zt(x)
\end{equation}

for all $a \in A$ and $x \in X$, and the family $\{\beta_z\}_{z \in T}$ is point-norm continuous. Since $C^*(\pi, t)$ is densely spanned by the monomials of the form $t(x_1) \cdots t(x_n) t(y_m)^* \cdots t(y_1)^*$, an $\varepsilon/3$-argument implies that if $\{\beta_z\}_{z \in T}$ is a family of $*$-homomorphisms of $C^*(\pi, t)$ that satisfies equation (2.1) then it is point-norm continuous.

The \textit{Gauge-Invariant-Uniqueness-Theorem} (GIUT) is a fundamental result for lifting representations of the C*-correspondence to operator algebras. This type of result was initiated by an Huef and Raeburn for Cuntz-Krieger algebras [25, Theorem 2.3]. Generalizations (under certain assumptions on the C*-correspondence) were given by Doplicher-Pinzari-Zuccante [14, Theorem 3.3], Fowler-Muhly-Raeburn [23, Theorem 4.1], and Fowler-Raeburn [24, Theorem 2.1]. All assumptions were removed by Katsura [35, Theorem 6.2, Theorem 6.4] by using a sharp analysis of cores and a conceptual argument involving short exact sequences. Another proof for $\mathcal{O}_X$ was
provided by Muhly-Tomforde [42] by using a tail adding technique. A remar-
kable extension to the much broader class of pre-C*-correspondences is
given by Kwaśniewski [36]. The second author [27] gave an alternative
proof of the GIUT that treats all \( J \)-relative Cuntz-Pimsner algebras with
\( J \subseteq J_X \): a representation \((\pi, t)\) of \( A_X A \) lifts to a faithful represen-
tation of \( O(J, X) \) if and only if \((\pi, t)\) admits a gauge action, \( \pi \) is injective and
\( J = \{ a \in A \mid \pi(a) \in \psi_1(K(X)) \} \). Consequently if \((\pi, t)\) admits a gauge
action and \( \pi \) is injective then \( C^*(\pi, t) \simeq O(J, X) \) for
\[
J = \{ a \in A \mid \pi(a) \in \psi_1(K(X)) \}.
\]

We remark that when \( A_X A \) is non-degenerate then it suffices to consider
just the representations \((\pi, t)\) with \( \pi \) non-degenerate. Indeed it is easy to
check that \( \pi(A) \) carries a c.a.i. for \( C^*(\pi, t) \) and we can pass to an appropriate
Hilbert subspace where \( \pi \) acts non-degenerately. This will always be the case
in the current paper.

2.2. Tensor products. Let us recall the following results of Blecher [2]
concerning tensor products. For this subsection let us fix a right \( A \)-module \( X \)
and a C*-correspondence \( A_Z B \). We further assume that \( Z \) is non-degenerate;
otherwise all that follow hold for the essential part \([\phi_Z(A)] − \|\cdot\|\) of \( Z \).

Blecher [2, Theorem 3.1] has shown that the right Hilbert modules are
asymptotic summands of the free modules \( C_n(A) = \sum_{i=1}^n A \), i.e. for \( X_A \)
there are completely contractive \( A \)-module maps
\[
\phi_\alpha : X \to C_n(\alpha)(A) \quad \text{and} \quad \psi_\alpha : C_n(\alpha)(A) \to X
\]
such that \( \psi_\alpha \phi_\alpha \to \text{id}_X \) strongly. One of the main consequences [2, Theorem
4.3] is that the stabilized Haagerup tensor product \( X \otimes^h_A Y \) is completely
isometrically isomorphic to the stabilized Hilbert-module tensor product
\( X \otimes_A Y \). This is derived by following the diagonals in the diagram

2.3. Ternary rings of operators. A ternary ring of operators (TRO) \( M \)
is a subspace of some \( \mathcal{B}(H) \) such that \( MM^*M \subseteq M \). It then follows that
\( M \) is an imprimitivity bimodule over \( A = \|MM^*\|−\|I\| \) and \( B = \|M^*M\|−\|I\| \).
Every C*-correspondence \( X \) (on some \( A \)) is a TRO. However it gives an
equivalence between \( \mathcal{K}(X) \) and \( \langle X, X \rangle \) which may differ from \( A \) in principle.
Moreover, for the TRO $M$ there are two nets
\[ a_t = \sum_{i=1}^{l_t} m_i^t(m_i^t)^* \quad \text{and} \quad b_\lambda = \sum_{i=1}^{k_\lambda} (n_i^\lambda)^* n_i^\lambda \]
for $m_i^t, n_i^\lambda \in M$ such that all $[m_1^t, m_2^t, \ldots, m_{l_t}^t]$ and $[(n_1^\lambda)^*, (n_2^\lambda)^*, \ldots, (n_{k_\lambda}^\lambda)^*]$ are row contractions and
\[ \lim_t a_t m = m \quad \text{and} \quad \lim_\lambda m b_\lambda = m \]
for all $m \in M$; see for example the proof of [6], Theorem 6.1. In particular the C*-algebras $A = [MM^*]^{-||\cdot||}$ and $B = [M^*M]^{-||\cdot||}$ are σ-unital if and only if the nets $(a_t)$ and $(b_\lambda)$ can be chosen to be sequences; see [8], Lemma 2.3. If any of the above happens then we will say that $M$ is a σ-TRO. These approximate identities provide an efficient tool for the study of strong Morita equivalence. We include the following well-known technique for future reference.

**Lemma 2.1.** Let $M \subseteq B(H, K)$ be a TRO and let $A = [MM^*]^{-||\cdot||}$. Let $X \subseteq B(K)$ be an operator right module over $A$. Then $X \otimes_A M \simeq [XM]^{-||\cdot||}$.

**Proof.** Let the completely contractive $A$-balanced bilinear map $X \times M \to [XM]^{-||\cdot||}$ defined by $(x, m) \mapsto xm$. This induces a completely contractive map
\[ \Phi : X \otimes_A^h M \to [XM]^{-||\cdot||} : x \otimes_A m \mapsto xm. \]
Let $n^*_\lambda = [(n_1^\lambda)^*, \ldots, (n_{k_\lambda}^\lambda)^*]$ be a net provided by $M$; i.e. $n_i^\lambda \in M$, $||n_\lambda|| \leq 1$ and
\[ \lim_\lambda mn^*_\lambda n_\lambda = m \quad \text{for all} \quad m \in M. \]
Fix $x_1, \ldots, x_n \in X$ and $m_1, \ldots, m_n \in M$. For $\varepsilon > 0$ there exists $\lambda$ such that
\[ \| \sum_{i=1}^{n} x_i \otimes m_i \| - \varepsilon \leq \| \sum_{i=1}^{n} x_i \otimes (m_i n^*_\lambda n_\lambda) \| = \| \sum_{i=1}^{n} (x_i m_i n^*_\lambda) \otimes n_\lambda \| \leq \| \sum_{i=1}^{n} x_i \otimes m_i \|. \]
Therefore $\Phi$ is isometric. A similar argument holds for the matrix norms and the proof is complete. \hfill \blacksquare

### 2.4. Strong Morita equivalence for operator algebras.

There is a rich Morita theory for C*-algebras produced by Rieffel [45], Brown [8] and Brown-Green-Rieffel [9]. Morita theory extends in various ways to non-selfadjoint operator algebras with the most influential being the direction of Blecher-Muhly-Paulsen [6] for algebras that admit an approximate unit. For the sake of completeness we include a short description.
Suppose that $\mathcal{A}$ and $\mathcal{B}$ are operator algebras with c.a.i.’s and let the bimodules $\mathcal{A}M\mathcal{B}$ and $\mathcal{B}N\mathcal{A}$. Following [6, Definition 3.1], a Morita context is a system $(\mathcal{A}, \mathcal{B}, M, N, (\cdot, \cdot), [\cdot, \cdot])$ where the maps

$$(\cdot, \cdot) : M \times N \to \mathcal{A} \quad \text{and} \quad [\cdot, \cdot] : N \times M \to \mathcal{B}$$

are completely bounded, bilinear and balanced satisfying the following three properties:

(A) For all $m_1, m_2 \in M$ and $n_1, n_2 \in N$ we have that $(m_1, n_1)m_2 = m_1[n_1, m_2]$ and $[n_1, m_1]n_2 = n_1(m_1, n_2)$;

(G) The map from $M \otimes^h N$ to $\mathcal{A}$ induced by $(\cdot, \cdot)$ is a complete quotient map onto $\mathcal{A}$;

(P) The map from $N \otimes^h M$ to $\mathcal{B}$ induced by $[\cdot, \cdot]$ is a complete quotient map onto $\mathcal{B}$.

If such a system exists then $\mathcal{A}$ and $\mathcal{B}$ are called strongly Morita equivalent (notation, $\mathcal{A} \overset{\text{SME}}{\sim} \mathcal{B}$) [6, Definition 3.6]. The initials (A), (G) and (P) stand for associativity, generator and projective respectively. When $\mathcal{A}$ and $\mathcal{B}$ are C*-algebras then this definition coincides with that of [45], where $M$ can be chosen to be an imprimitivity bimodule and $N$ be $M^*$.

There is a concrete version of the Morita context. One of the main ingredients concerns the form of the decomposition of two algebras. (Notice here that we do not assume a priori that the operator algebras have an approximate unit.)

**Definition 2.2.** Let $\mathcal{A}$ and $\mathcal{B}$ be operator algebras. We say that they are decomposable (notation, $\mathcal{A} \overset{\text{d}}{\sim} \mathcal{B}$) if there are non-degenerate completely isometric representations

$$\alpha : \mathcal{A} \to \mathcal{B}(H) \quad \text{and} \quad \beta : \mathcal{B} \to \mathcal{B}(K)$$

and bimodules $\alpha(\mathcal{A})M\beta(\mathcal{B}) \subseteq \mathcal{B}(K, H)$ and $\beta(\mathcal{B})N\alpha(\mathcal{A}) \subseteq \mathcal{B}(H, K)$ such that

$$\alpha(\mathcal{A}) = [M \cdot N]^{-\| \cdot \|} \quad \text{and} \quad \beta(\mathcal{B}) = [N \cdot M]^{-\| \cdot \|}.$$

By definition $\overset{\text{d}}{\sim}$ implies a Morita context $(\mathcal{A}, \mathcal{B}, M, N, (\cdot, \cdot), [\cdot, \cdot])$ that satisfies just property (A) in the sense of Blecher-Muhly-Paulsen [6]. It is unclear (and probably not true) that $\overset{\text{d}}{\sim}$ is transitive in general. Remarkably though $\overset{\text{d}}{\sim}$ is an equivalence relation on unital operator algebras [6, Proposition 3.3]. In fact Blecher-Muhly-Paulsen [6] show that when $\mathcal{A}$ and $\mathcal{B}$ have c.a.i.’s then being strongly Morita equivalent coincides with having

$$\mathcal{A} \simeq M \otimes_{\mathcal{B}}^h N \quad \text{and} \quad \mathcal{B} \simeq N \otimes_{\mathcal{A}}^h M.$$ 

This depends on an elegant decomposition of the approximate unit. Apparently the existence of approximate units is necessary. It can be shown that $\overset{\text{SME}}{\sim}$ is equivalent to having $\overset{\text{d}}{\sim}$ and row contractions from $M$ and $N$ that reconstruct c.a.i.’s for $\mathcal{A}$ and $\mathcal{B}$. 
The importance of Morita Theory appears through the Morita Theorems. Let us give a description that depicts the essential points. Morita Theorem I suggests that Morita equivalence implies an equivalence of the representations by tensoring (within the category) with the bimodules of the Morita context. Morita Theorem II suggests that an equivalence of representations gives rise to a Morita context, whereas Morita Theorem III implies that such equivalences are given just by tensoring with appropriate bimodules. Finally Morita Theorem IV suggests that if the algebras satisfy a countability condition (the c.a.i.'s are countable) then Morita equivalence coincides with stable isomorphism. Recall that $A$ and $B$ are stably isomorphic if $A \otimes K \simeq B \otimes K$ by a completely isometric isomorphism, where $K$ is the compacts on $\ell^2$ and the tensor product is the spatial one.

Strong Morita equivalence for approximately unital operator algebras satisfies the first three parts of Morita Theory \cite{3,6}. In particular, two approximately unital operator algebras are strongly Morita equivalent if and only if their categories of left operator modules are equivalent (via a completely contractive functor) \cite{6}.

Eleftherakis \cite{19} introduced a stronger notion of equivalence. Two operator algebras $A$ and $B$ are strongly $\Delta$-equivalent (notation, $A \overset{\Delta}{\sim} B$) if there are non-degenerate completely isometric representations

$$\alpha : A \to B(H) \quad \text{and} \quad \beta : B \to B(K)$$

and a TRO $M \subseteq B(K,H)$ such that

$$\alpha(A) = [M \beta(B) M^*]^{-\|\cdot\|} \quad \text{and} \quad \beta(B) = [M^* \alpha(A) M]^{-\|\cdot\|}.$$ 

In \cite{19} it is shown that $\overset{\Delta}{\sim}$ is an equivalence relation. Even though $\overset{\Delta}{\sim}$ is originally defined on approximately unital operator algebras in \cite{19}, the elements we record here still hold for non-unital cases. This is exhibited in \cite{20} where $\overset{\Delta}{\sim}$ is considered for operator spaces.

As noted $\overset{\Delta}{\sim}$ and $\overset{\text{SME}}{\sim}$ coincide with the usual strong Morita equivalence when restricted to $C^*$-algebras. However a fundamental difference between $\overset{\Delta}{\sim}$ and $\overset{\text{SME}}{\sim}$ concerns stable isomorphisms when passing to general operator spaces. Due to \cite{9}, Morita Theorem IV holds when $A$ and $B$ are $\sigma$-unital $C^*$-algebras. This is not true for $\overset{\text{SME}}{\sim}$ on nonselfadjoint operator algebras, even when the operator algebras are unital \cite[Example 8.2]{6}. On the other hand it is shown in \cite[Theorem 3.2]{19} that $\overset{\Delta}{\sim}$ on operator algebras coincides with stable isomorphism under the appropriate $\sigma$-unital condition. As a consequence $\overset{\Delta}{\sim}$ is strictly stronger than $\overset{\text{SME}}{\sim}$.

3. Bimodule structure

A key role in Morita Theory is played by the linking algebra. This construction induces an operator bimodule structure on $C^*$-correspondences. In this section we use it to show that isomorphism of $C^*$-correspondences
is preserved when passing to the category of operator bimodules, and vice versa.

Every right Hilbert module $X_A$ comes with an operator module structure. This can be verified by seeing $X_A$ inside its \textit{augmented linking algebra}

$$\begin{bmatrix} A & X^* \\ X & \mathcal{L}(X) \end{bmatrix} := \{ \begin{bmatrix} a & y^* \\ x & u \end{bmatrix} \mid a \in A, x, y \in X, u \in \mathcal{L}(X) \}$$

where $X^*$ is the adjoint module $\mathcal{K}(X, A)$ of $X$ and the multiplication rule is given by

$$\begin{bmatrix} a_1 & y_1^* \\ x_1 & u_1 \end{bmatrix} \cdot \begin{bmatrix} a_2 & y_2^* \\ x_2 & u_2 \end{bmatrix} = \begin{bmatrix} a_1 a_2 + \langle y_1, x_2 \rangle & (y_2 a_1^*)^* + (u_2^*(y_1))^* \\ x_1 a_2 + u_1(x_2) & \Theta_{x_1, y_2} + u_1 u_2 \end{bmatrix}.$$

The augmented linking algebra becomes a C*-algebra over an operator norm when the matrices are seen to act on the right Hilbert module $A + X$. The \textit{linking algebra} is defined as the C*-subalgebra

$$\mathcal{L}(X) = \begin{bmatrix} A & X^* \\ X & \mathcal{K}(X) \end{bmatrix}.$$

When $X$ is a C*-correspondence over $A$ then it admits the operator bimodule structure by viewing the left action as the matrix multiplication

$$\begin{bmatrix} 0 & 0 \\ \phi_X(a)x & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & \phi_X(a) \end{bmatrix} \cdot \begin{bmatrix} 0 \\ x \end{bmatrix}.$$

**Proposition 3.1.** Let $A X_A$ and $B Y_B$ be C*-correspondences. Then $A X_A$ and $B Y_B$ are completely isometric as operator bimodules if and only if $A X_A$ and $B Y_B$ are unitarily equivalent as C*-correspondences.

The first observation is that if $v \in \mathcal{L}(X, Y)$ is invertible then the polar decomposition $v = u|v|$ gives a unitary $u \in \mathcal{L}(X, Y)$. If $v$ is further a left module map then so is $u$. Therefore we now restrict our attention just to right Hilbert modules. We will use the following lemma.

**Lemma 3.2.** Let $X_A$ be a right Hilbert module. Then we have that

$$C_{\text{env}}^*(\begin{bmatrix} A & 0 \\ X & 0 \end{bmatrix}) = \mathcal{L}(X).$$

**Proof.** For simplicity let us write $\mathcal{A}(X)$ for the operator algebra $\begin{bmatrix} A & 0 \\ X & 0 \end{bmatrix}$. It is clear that $\mathcal{L}(X)$ is a C*-cover of $\mathcal{A}(X)$. Therefore there exists a unique *-epimorphism $\Phi: \mathcal{L}(X) \rightarrow C_{\text{env}}^*(\mathcal{A}(X))$ such that

$$\Phi\left( \begin{bmatrix} a & 0 \\ x & 0 \end{bmatrix} \right) = i(a) + i(x) \text{ for all } a \in A, x \in X$$

for the embedding $i: \mathcal{A}(X) \rightarrow C_{\text{env}}^*(\mathcal{A}(X))$. Let $H$ be a Hilbert space where $C_{\text{env}}^*(\mathcal{A}(X))$ acts non-degenerately.

Since $A$ acts non-degenerately on the right of $X$ and $\mathcal{K}(X)$ acts non-degenerately on the left of $X$ we can choose a c.a.i. for $\mathcal{L}(X)$ of the form
$(a_i \oplus k_i)$ for a c.a.i. $(a_i)$ of $A$ and a c.a.i. $(k_i)$ for $K$. Since $\Phi$ is surjective then $(\Phi(a_i) + \Phi(k_i))$ is a c.a.i. for $C^*_{env}(A(X))$. Write

$$P := \text{sot- lim } \Phi(a_i) \quad \text{and} \quad Q := \text{sot- lim } \Phi(k_i).$$

Therefore we obtain $\Phi(x) = Q\Phi(x)P$ for all $x \in X$. We write

$$\pi = P\Phi|_A P, \quad t = Q\Phi|_X P, \quad \psi = Q\Phi|_{K(X)} Q.$$

Now $P$ and $Q$ are complementary projections and thus we get that

$$\Phi\left(\begin{bmatrix} a & y^* \\ x & k \end{bmatrix}\right) = \begin{bmatrix} \pi(a) & t(y)^* \\ t(x) & \psi(k) \end{bmatrix}.$$

It is clear that $\pi$ and $\psi$ are $*$-homomorphisms such that $\psi(k)t(x)\pi(a) = t(k(x)a)$ and that both $\pi$ and $t$ are complete isometries as $A, X \subseteq A(X)$. We want to show that $\ker \Phi = (0)$. To reach contradiction let

$$0 \neq f = \begin{bmatrix} a & y^* \\ x & k \end{bmatrix} \in \ker \Phi.$$

By applying $\Phi$ on $f^*f$ and restricting to the $(1,1)$-entry we get that $\pi(a^*a + \langle x, x \rangle) = 0$. But $\pi$ is a complete isometry as $A \subseteq A(X)$ and thus $a = 0$ and $x = 0$. Similarly applying to $ff^*$ gives that $y = 0$. By applying on $fg$ for any $g \in L(X)$ we also get that $t(k(z)) = 0$ for all $z \in X$. Hence we have that $k(z) = 0$ for all $z \in X$, i.e. $k = 0$. This is a contradiction, and the proof is complete.

**Proof of Proposition 3.1.** If there is a unitary equivalence $(\gamma, u)$ then it is clear that $L(X)$ and $L(Y)$ are $*$-isomorphic. Hence $X$ and $Y$ are completely isometric as operator bimodules.

Conversely suppose there is completely isometric right module map $(\gamma, u)$; we need to show that $u$ is adjointable. As in [5, Remark 3.6.1] we get the completely isometric isomorphism

$$j: A(X) \rightarrow A(Y) : \begin{bmatrix} a & 0 \\ x & 0 \end{bmatrix} \mapsto \begin{bmatrix} \gamma(a) & 0 \\ u(x) & 0 \end{bmatrix}.$$ 

By Lemma 3.2 then the linking algebras are $*$-isomorphic by some $\Phi$. Let $v: Y \rightarrow X$ such that

$$\begin{bmatrix} 0 & 0 \\ v(y) & 0 \end{bmatrix} = \Phi^{-1}(\begin{bmatrix} 0 & 0 \\ y & 0 \end{bmatrix}).$$

Then we obtain

$$\gamma(\langle x, v(y) \rangle_X) = \Phi(\langle x, v(y) \rangle_X) = \Phi(x)^*y = \langle u(x), y \rangle_Y$$

where we omit the zero entries of the matrices. Then $u^* = v$ and the proof is complete.

**Remark 3.3.** We remark that Proposition 3.1 does not hold for bounded bimodule maps. Dor-On [15] illustrates this by examining a particular class of $C^*$-correspondences related to weighted partial systems. In particular it is shown that unitary equivalence and bounded isomorphisms correspond to
different notions of equivalences of the original data. Even more they reflect isometric and bounded, respectively, isomorphisms of the tensor algebras.

4. Strong Morita equivalence for C*-correspondences

Muhly and Solel [41] initiated the study of strong Morita equivalence for C*-correspondences. Namely \( A E_A \) and \( B F_B \) are strongly Morita equivalent (notation, \( E \overset{\text{SME}}{\sim} F \)) if there exists a TRO \( A M_B \) such that
\[
E \otimes_A M \simeq M \otimes_B F \quad \text{and} \quad M^* \otimes_A E \simeq F \otimes_B M^*.
\]
Since the tensor norm is sub-multiplicative we have that strongly Morita equivalent C*-correspondences must be non-degenerate. Furthermore strong Morita equivalence coincides with having a TRO \( A M_B \) such that
\[
E \simeq M \otimes_B F \otimes_B M^* \quad \text{and} \quad F \simeq M^* \otimes_A E \otimes_A M.
\]
Again \( E \) and \( F \) must be non-degenerate. On the other hand if \( E \) and \( F \) are non-degenerate then it is easy to check that the \( E \)-equations give the \( F \)-equations.

In analogy to \( \overset{\text{SME}}{\sim} \) on C*-algebras, we obtain an equivalence between representations of strongly Morita equivalent C*-correspondences.

**Proposition 4.1.** Let \( A E_A \) and \( B F_B \) be strongly Morita equivalent by a TRO \( M \). Then for every non-degenerate (injective) representation \((\pi, t)\) of \( A E_A \) on a Hilbert space \( K \) there exists a non-degenerate (resp. injective) representation \((\sigma, s)\) of \( B F_B \) on a Hilbert space \( H \) and a TRO-representation \( \phi \) of \( M \) in \( \mathcal{B}(H, K) \) such that
\[
[t(E)]^{-\parallel \cdot \parallel} = [\phi(M)s(F)\phi(M)^*]^{-\parallel \cdot \parallel}
\]
and
\[
[s(F)]^{-\parallel \cdot \parallel} = [\phi(M)^*t(E)\phi(M)]^{-\parallel \cdot \parallel}.
\]
If \((\pi, t)\) admits a gauge action then so does \((\sigma, s)\).

**Proof.** To avoid technical notation we show the dual statement. That is, given a non-degenerate (injective) representation \((\sigma, s)\) of \( B F_B \) on a Hilbert space \( H \) and a TRO-representation \( \phi \) of \( M \) in \( \mathcal{B}(H, K) \) such that
\[
[t(E)]^{-\parallel \cdot \parallel} = [\phi(M)s(F)\phi(M)^*]^{-\parallel \cdot \parallel}
\]
and
\[
[s(F)]^{-\parallel \cdot \parallel} = [\phi(M)^*t(E)\phi(M)]^{-\parallel \cdot \parallel}.
\]
Existence of \( t \) follows once we show that
\[
t(m_1 \otimes f_1 \otimes n_1^*)t(m_2 \otimes f_2 \otimes n_2^*) = \pi((m_1 \otimes f_1 \otimes n_1^*, m_2 \otimes f_2 \otimes n_2^*).
In this case \( t \) will be norm-decreasing on finite sums of \( m \otimes f \otimes n^* \in E \) and thus can be extended to the entire of \( E \). A straightforward computation reveals that
\[
\langle t(m_1 \otimes f_1 \otimes n_1^*), t(m_2 \otimes f_2 \otimes n_2^*) \rangle_K = \\
= \langle m_1 \otimes (s(f_1)\sigma(n_1^*x_1))\xi_1, m_2 \otimes (s(f_2)\sigma(n_2^*x_2)) \rangle_K \\
= \langle (s(f_1)\sigma(n_1^*x_1))\xi_1, (s(m_1^*m_2)s(f_2)\sigma(n_2^*x_2)) \rangle_H \\
= \langle \xi_1, (s(m_1^*m_2)\sigma(n_1^*x_1))(f_1, m_1^*m_2f_2) n_2^*x_2) \rangle_H \\
and on the other hand we have that
\[
\langle x_1 \otimes \xi_1, \pi, \langle (m_1 \otimes f_1 \otimes n_1^*, m_2 \otimes f_2 \otimes n_2^*) \rangle_K = \\
= \langle x_1 \otimes \xi_1, \pi, (m_1 \otimes f_1 \otimes n_1^*, m_2 \otimes f_2 \otimes n_2^*) \rangle_K \\
= \langle x_1 \otimes \xi_1, (m_1 \otimes f_1 \otimes n_1^*, m_2 \otimes f_2 \otimes n_2^*) \rangle_K \\
= \langle \xi_1, (s(m_1^*m_2)\sigma(n_1^*x_1))(f_1, m_1^*m_2f_2) n_2^*x_2) \rangle_H.
\]

By construction we have that \( \phi(m)s(f)\phi(n)^* = t(m \otimes f \otimes n^*) \) and that \( \phi(n)^*t(e)\phi(m) = s(n^* \otimes e \otimes m) \). Consequently we obtain
\[
[\phi(M)s(F)\phi(M)^*]^{-\|\cdot\|} \subseteq [t(E)]^{-\|\cdot\|}
\]
and
\[
[\phi(M)^*t(E)\phi(M)]^{-\|\cdot\|} \subseteq [s(F)]^{-\|\cdot\|}.
\]
Since \( A \) and \( B \) act non-degenerately we obtain equalities.

To avoid technical notation we will show the second item just when \( \pi \) is isometric (and thus \( t \) is isometric). For the general case substitute \( E \) by \( [t(E)]^{-\|\cdot\|} \) and \( F \) by \( [s(F)]^{-\|\cdot\|} \) in what follows. We will also make the simplifications
\[
t(E) = E \subseteq \mathcal{E}(E) \subseteq C^*(\pi, t).
\]
Suppose that \( (\pi, t) \) admits a gauge action \( \{\beta_z\} \). Then every \( \beta_z \) induces a representation \( (\beta_z|_A, \beta_z|_E) \) on \( E \). Since \( F \simeq M^* \otimes_A E \otimes_A M \) we can define the mapping
\[
\gamma_z = \text{id}_{M^*} \otimes \beta_z \otimes \text{id}_M : F \to F
\]
where for simplicity we don’t write the unitary of the equivalence. Then \( (\text{id}_B, \gamma_z) \) induces an injective representation of \( F \). We have to show that it induces a gauge action on the entire \( C^*(\sigma, s) \). For the TRO \( M \) fix the net \( n^*_\lambda = [(n_1^\lambda)^*, \ldots, (n_k^\lambda)^*] \) such that
\[
\lim_{\lambda} mn^*_\lambda n_\lambda = m \text{ for all } m \in M.
\]
Recall that every \( n_\lambda \) is a contraction. Let the completely contractive maps
\[
\phi_\lambda : C^*(\sigma, s) \to M_{k_\lambda}(C^*(\pi, t)) \text{ such that } \phi_\lambda = \text{ad}_{\phi(n_\lambda)^*} \\
\]
and
\[
\psi_\lambda : M_{k_\lambda}(C^*(\pi, t)) \to C^*(\sigma, s) \text{ such that } \psi_\lambda = \text{ad}_{\phi(n_\lambda)}.
\]
Then for every \( f \in C^*(\sigma, s) \) of the form
\[
f = \phi(n_1)^*t(\xi_1) \ldots t(\xi_k)t(\eta_1)^* \ldots t(\eta_1)^* \phi(m_2)
\]
with $\xi, \eta_1 \in E$ and $m_1, m_2 \in M$ we get that $\lim_\lambda \psi_\lambda \phi_\lambda(f) = f$. By iterating we can extend $\gamma_z$ to be defined on all elements $f$ of this form and so that
\[
\phi_\lambda \gamma_z(f) = (\beta_z \otimes \text{id}_{k_\lambda}) \phi_\lambda(f).
\]
Therefore we obtain
\[
\|\gamma_z(f)\| = \lim_\lambda \|\psi_\lambda \phi_\lambda \gamma_z(f)\| \leq \limsup_\lambda \|\phi_\lambda \gamma_z(f)\|
\]
\[
= \limsup_\lambda \|(\beta_z \otimes \text{id}_{k_\lambda}) \phi_\lambda(f)\| \leq \limsup_\lambda \|\phi_\lambda(f)\| \leq \|f\|.
\]
Applying for $\gamma_\sigma$ gives $\|\gamma_z(f)\| = \|f\|$. Linearity allows to use the same arguments when we consider finite sums of elements of the form of $f$. However such finite sums span a dense subspace of $C^*(\sigma, s)$ and thus $\gamma_z$ extends to a $\ast$-isomorphism of $C^*(\sigma, s)$. An $\varepsilon/3$ argument shows that $\{\gamma_z\}$ is in particular point-norm continuous and the proof is complete. ■

This construction respects $J$-covariance of the representations.

**Proposition 4.2.** Let $A E_A$ and $B F_B$ be strongly Morita equivalent by a TRO $M$. Let $(\pi, t)$ be a non-degenerate representation of $A E_A$ and let $(\sigma, s)$ be the non-degenerate representation constructed in Proposition 4.1.

If $C^*(\pi, t) \simeq O(J, E)$ for $J \subseteq J_E$ then $M^*J M \subseteq J_F$ and $C^*(\sigma, s) \simeq O(M^*J M, F)$.

**Proof.** First we show that $M^*J_F M = J_F$. One consequence of the Gauge-Invariant-Uniqueness-Theorem, as presented in [27], is that
\[
J_F = \{a \in A \mid \pi(a) \in \psi_t(K(E))\}
\]
for any non-degenerate injective covariant $(\pi, t)$ that admits a gauge action. Fix such a $(\pi, t)$, so that $O_E = C^*(\pi, t)$. Let $(\sigma, s)$ be as in Proposition 4.1.

By construction we get that
\[
[\phi(M)^*t(E)t(E)^*\phi(M)]^{-\|\cdot\|} = [\phi(M)^*t(E)^*\pi(A)t(E)^*\phi(M)]^{-\|\cdot\|}
\]
\[
= [\phi(M)^*t(E)\phi(M)^*t(E)^*\phi(M)]^{-\|\cdot\|}
\]
\[
= [s(F)s(F)^*]^{-\|\cdot\|}.
\]
As $t(E)t(E)^*$ is dense in $\psi_t(K(E))$, and likewise for $F$, we get that
\[
\psi_t(K(F)) = [\phi(M)^*\psi_t(K(E))\phi(M)]^{-\|\cdot\|}.
\]
In a similar way we obtain the dual
\[
\psi_t(K(E)) = [\phi(M)\psi_t(K(F))\phi(M)^*]^{-\|\cdot\|}.
\]
For $b = m^*a n \in M^*J_E M$ we then get
\[
M b M^* \in [M M^*J_E M M^*]^{-\|\cdot\|} = J_E
\]
as $[M M^*]^{-\|\cdot\|} = A$. Therefore we have
\[
\phi(M)^*\sigma(b)\phi(M)^* = \pi(M b M^*) \subseteq \psi_t(K(E)) = [\phi(M)\psi_t(K(E))\phi(M)^*]^{-\|\cdot\|}.
\]
Consequently we derive
\[ \sigma(BbB) = [\phi(M)^* \phi(M) \sigma(b) \phi(M)^* \phi(M)]^{|| \cdot ||} \subseteq \psi_s(\mathcal{K}(F)), \]
and hence \( \sigma(b) \in \psi_s(\mathcal{K}(F)) \). Since \( \sigma \) is injective we then automatically get that \( b \in J_F \); thus \( M^* J_F M \subseteq J_F \). In a dual way we obtain \( M J_E M^* \subseteq J_E \). Combining those gives the required equality.

Once we deal with \( J_E \) we can run the same arguments to complete the proof. This follows by a consequence of the Gauge-Invariant-Uniqueness-Theorem, as presented in [27], i.e. if \( J \subseteq J_E \) then
\[ J = \{ a \in A \mid \pi(a) \in \psi_t(\mathcal{K}(E)) \} \]
for any non-degenerate injective \( J \)-covariant \((\pi,t)\) that admits a gauge action. The key is to notice that if \( J \subseteq J_E \) then \( M^* J M \subseteq M^* J_E M = J_F \) from the first part. Now the arguments follow mutatis mutandis.

The following corollary gives a necessary and sufficient condition for strong Morita equivalence in the spirit of strong \( \Delta \)-equivalence [19]. Recall that if \( A \times B \) is an operator bimodule then a faithful CES-representation is a triple \((\pi,t,\sigma)\) of completely contractive maps \( \pi: A \to B(H) \), \( t: X \to B(K,H) \) and \( \sigma: B \to B(K) \) where \( t \) is completely isometric [5, Section 3.3].

**Corollary 4.3.** Let \( A \times_A B \) be non-degenerate \( C^* \)-correspondences. Then \( A \times_A B \) are strongly Morita equivalent if and only if there is

1. a non-degenerate faithful CES-representation \((\pi,t,\pi)\) of \( A \times_A B \) on a Hilbert space \( K \);
2. a non-degenerate faithful CES-representation \((\sigma,s,\sigma)\) of \( B \times_B A \) on a Hilbert space \( H \);
3. a TRO \( M \subseteq B(H,K) \) such that
   \[ t(E) = [Ms(F)M^*]^{-|| \cdot ||} \quad \text{and} \quad s(F) = [M^* t(E)M]^{-|| \cdot ||}, \]
   and
   \[ \pi(A) = [M\sigma(B)M^*]^{-|| \cdot ||} \quad \text{and} \quad \sigma(B) = [M^* \pi(A)M]^{-|| \cdot ||}, \]
   (where possibly \([MM^*]^{-|| \cdot ||} \neq \pi(A)\) or \([M^*M]^{-|| \cdot ||} \neq \sigma(B)\)).

**Proof.** For the forward implication suppose that \( E \overset{\text{SME}}{\sim} F \). Let \( \mathcal{L}(E) \) act non-degenerately and faithfully on some \( K \). Then there is an induced non-degenerate representation \((\pi,t)\) of the \( C^* \)-correspondence \( E \) which trivially is a faithful CES-representation. An application of Proposition 4.1 finishes this direction.

Conversely, notice that by substituting \( M \) with \([\pi(A)M\sigma(B)]^{-|| \cdot ||}\) we get an \( A-B \)-imprimitivity bimodule for which the relations continue to hold.
Therefore without loss of generality we may assume that $M$ is an $A$-$B$-imprimitivity bimodule. By Lemma 2.1 we then obtain

$$E \simeq M \otimes_B^h F \otimes_B^h M^* \quad \text{and} \quad F \simeq M^* \otimes_A^h E \otimes_A^h M$$

as operator spaces. However the Haagerup tensor product coincides with the interior tensor product by [2, Theorem 4.3]. Therefore we get that

$$E \simeq M \otimes_B F \otimes_B M^* \quad \text{and} \quad F \simeq M^* \otimes_A E \otimes_A M$$

as operator spaces. Notice that the isomorphisms are completely isometric isomorphisms in the operator modules category. Therefore Proposition 3.1 applies to give that the isomorphisms induce unitary equivalences, and the proof is complete.

**Theorem 4.4.** Let $A E_A$ and $B F_B$ be strongly Morita equivalent C*-correspondences by a TRO $M$. Then:

1. $\mathcal{T}^{\text{SME}}_E \simeq \mathcal{T}_F$.
2. $\mathcal{O}(J,E) \simeq \mathcal{O}(M^*JM,F)$ for every $J \subseteq J_E$.
3. $\mathcal{O}_E \simeq \mathcal{O}_F$.
4. $\mathcal{T}^{+}_E \overset{\sim}{\simeq} \mathcal{T}^{+}_F$ in the sense of Eleftherakis [19].
5. $\mathcal{T}^{\text{SME}}_E \overset{\sim}{\simeq} \mathcal{T}^{+}_F$ in the sense of Blecher-Muhly-Paulsen [6].

**Proof.** For items (i)-(iii) it suffices to show item (ii). Fix a non-degenerate injective representation $(\pi,t)$ of $A E_A$ such that $C^*(\pi,t) \simeq \mathcal{O}(J,E)$. By the Gauge-Invariant-Uniqueness-Theorem then $(\pi,t)$ is an injective $J$-covariant representation that admits a gauge action. By Proposition 4.1 we get an injective representation $(\sigma,s)$ for $B F_B$ that admits a gauge action. Proposition 4.2 implies that $(\sigma,s)$ is $M^*JM$-covariant and therefore $\mathcal{O}(M^*JM,F) \simeq C^*(\sigma,s)$ by the Gauge-Invariant-Uniqueness-Theorem. A direct computation gives that

$$[\phi(M)^* t(E^{\otimes 2}) \phi(M)]^{-\|\cdot\|} = [\phi(M)^* t(E) \pi(A) t(E) \phi(M)]^{-\|\cdot\|} = [\phi(M)^* t(E) \phi(M)^* t(E) \phi(M)]^{-\|\cdot\|} = s(F^{\otimes 2}).$$

Similarly we have this for all tensor powers and their adjoints. Since $C^*(\sigma,s)$ is generated by $s(F^{\otimes k})s(F^{\otimes l})^*$ for $k,l \in \mathbb{Z}_+$ we get that

$$C^*(\sigma,s) = [\phi(M)^* C^*(\pi,t) \phi(M)]^{-\|\cdot\|}.$$

Likewise we get the dual $C^*(\pi,t) = [\phi(M)^* C^*(\sigma,s) \phi(M)]^{-\|\cdot\|}$. Therefore we deduce that $\mathcal{O}(J,E) \simeq \mathcal{O}(M^*JM,F)$. Recall that $\mathcal{T}^{+}_E \overset{\sim}{\simeq} \text{alg}\{\pi(A), t(E)\}$ and that $\mathcal{T}^{+}_F \overset{\sim}{\simeq} \text{alg}\{\sigma(B), s(F)\}$ since $J \subseteq J_E$ and $M^*JM \subseteq J_F$. Notice that the algebraic relations above imply also that

$$\text{alg}\{\sigma(B), s(F)\} = [\phi(M)^* \text{alg}\{\pi(A), t(E)\} \phi(M)]^{-\|\cdot\|}$$
as well as the dual relation. Therefore we obtain $\mathcal{T}_E^+ \cong \mathcal{T}_F^+$ as operator algebras. By [19] we then get that $\mathcal{T}_E^{\text{SME}} \cong \mathcal{T}_F^{\text{SME}}$ since these algebras attain approximate units.

**Remark 4.5.** An alternative proof of item (iii) of Theorem 4.4 can be given by using the C*-envelope. Item (i) implies item (iv). In particular we have that $\mathcal{T}_E^+ \cong \mathcal{T}_F^+$ in the category of operator spaces [20]. Therefore [20, Theorem 5.10] implies that $\mathcal{T}_E^{\sigma}$ and $\mathcal{T}_F^{\sigma}$ have strongly $\Delta$-equivalent TRO envelopes. However TRO envelopes for operator algebras coincide with their C*-envelopes. Since strong $\Delta$-equivalence for C*-algebras is Rieffel’s strong Morita equivalence [20, Corollary 5.2], then [33] implies that $\mathcal{O}_E^{\text{SME}} \cong \mathcal{O}_F$.

5. Applications

5.1. Stable isomorphism. Theorem 4.4 implies that the operator algebras are equivalent by the same TRO that gives $\mathcal{T}_E^{\text{SME}} \cong \mathcal{T}_F$. By [20, Theorem 4.6] if two operator spaces $X$ and $Y$ are strongly $\Delta$-equivalent by a $\sigma$-TRO then they are stably isomorphic. Hence we get the following corollary.

**Corollary 5.1.** Let $A E_A$ and $B F_B$ be non-degenerate C*-correspondences. If they are strongly Morita equivalent by a $\sigma$-TRO, then their tensor algebras, Toeplitz-Pimsner and (relative) Cuntz-Pimsner algebras are stably isomorphic.

We provide a necessary and sufficient condition for $\mathcal{T}_E^{\text{SME}}$ to be induced by a $\sigma$-TRO. Recall that $\mathcal{K}_\infty(E)$ coincides with the spatial tensor product of the compact operators $\mathcal{K}$ with $E$. Following Lance [37, Chapter 4], it becomes a right Hilbert module over $\mathcal{K}_\infty(A)$ with the inner product given by the formula

$$\langle [e_{ij}], [f_{ij}] \rangle_{\mathcal{K}_\infty(E)} = \sum_k \langle e_{ki}, f_{kj} \rangle_E$$

and the obvious right action. It further becomes a C*-correspondence over $\mathcal{K}_\infty(A)$ with the left action given by

$$\phi_{\mathcal{K}_\infty(E)}([a_{ij}])[e_{ij}] = \sum_k \phi_E(a_{ik})e_{kj}.$$ 

**Proposition 5.2.** Let $A E_A$ and $B F_B$ be non-degenerate C*-correspondences. Then $E^{\text{SME}} \cong F$ by a $\sigma$-TRO if and only if $\mathcal{K}_\infty(E) \cong \mathcal{K}_\infty(F)$ as operator bimodules.

**Proof.** Suppose that $E^{\text{SME}} \cong F$ by a $\sigma$-TRO $M$. Then Corollary 4.3 implies that $\mathcal{K}_\infty(E) \cong \mathcal{K}_\infty(F)$ as operator spaces. Since the strong $\Delta$-equivalence between $E$ and $F$ respects the operator bimodule structure we have that the isomorphism $\mathcal{K}_\infty(E) \cong \mathcal{K}_\infty(F)$ extends to a bimodule isomorphism.
For the converse it suffices to show that $E\overset{\text{SME}}{\sim} K_\infty(E)$ by a $\sigma$-TRO. For convenience suppose that $A E_A$ is represented isometrically in a $B(K)$. Let $M = C \otimes C$ acting on $K \otimes C$, where $C$ denotes the column operators from $C$ to $\ell^2$. Then we can check that $K_\infty(E) = [MEM^*]^{-\parallel \cdot \parallel}$ and $E = [M^* K_\infty(E) M]^{-\parallel \cdot \parallel}$ and that $K_\infty(A) = [MAM^*]^{-\parallel \cdot \parallel}$ and $A = [M^* K_\infty(A) M]^{-\parallel \cdot \parallel}$.

The proof is then completed by Corollary 4.3.

**Remark 5.3.** An alternative proof of Corollary 5.1 can be given through Proposition 5.2. To this end one needs to check that there is a “canonical” isomorphism from $T K_\infty(E)$ to $K_\infty(T(E))$ that fixes the tensor algebras. This follows by an application of the Gauge-Invariant-Uniqueness-Theorem. Hence by [33] it also induces an isomorphism from $O K_\infty(E)$ to $K_\infty(O E)$. The proof then follows by recalling that $K_\infty(E) \simeq K_\infty(F)$ as operator bimodules coincides with them being unitarily equivalent, due to Proposition 3.1.

5.2. Aperiodic C*-correspondences. We already discussed that $\overset{\Delta}{\sim}$ is strictly stronger than $\overset{\text{SME}}{\sim}$ of [6]. As an application of our results we show that there is a large class of algebras where $\overset{\Delta}{\sim}$ and $\overset{\text{SME}}{\sim}$ coincide. A C*-correspondence $A E_A$ is aperiodic in the sense of Muhly-Solel [41, Definition 5.1] if for every $n \in \mathbb{Z}_+$, for every $\xi \in E \otimes n$ and every hereditary subalgebra $B$ of $A$ we have

$$\inf \{ \| \phi_n(a) \xi a \| \mid a \geq 0, a \in B, \| a \| = 1 \} = 0.$$ 

In their in-depth analysis, Muhly-Solel [41, Theorem 7.2] show that if $E$ and $F$ are non-degenerate, injective and aperiodic then $E \overset{\text{SME}}{\sim} F$ is equivalent to $T \overset{\Delta}{\sim} T_F$. Injectivity is required only for the forward implication whereas the converse reads through also for non-injective C*-correspondences. Therefore we obtain the following corollary.

**Corollary 5.4.** Let $E$ and $F$ be non-degenerate and aperiodic. The following are equivalent:

(i) $E \overset{\text{SME}}{\sim} F$ in the sense of Muhly-Solel [41];

(ii) $T_E^+ \overset{\Delta}{\sim} T_F^+$ in the sense of Eleftherakis [19];

(iii) $T_E^+ \overset{\text{SME}}{\sim} T_F^+$ in the sense of Blecher-Muhly-Paulsen [6].

In particular if $A$ and $B$ are $\sigma$-unital then every item above is equivalent to stable isomorphism of $T_E^+$ with $T_F^+$.
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