TROPICAL FRIEZES AND THE INDEX IN HIGHER HOMOLOGICAL ALGEBRA

PETER JØRGENSEN

Abstract. Cluster categories and cluster algebras encode two dimensional structures. For instance, the Auslander–Reiten quiver of a cluster category can be drawn on a surface, and there is a class of cluster algebras determined by surfaces with marked points.

Cluster characters are maps from cluster categories (and more general triangulated categories) to cluster algebras. They have a tropical shadow in the form of so-called tropical friezes, which are maps from cluster categories (and more general triangulated categories) to the integers.

This paper will define higher dimensional tropical friezes. One of the motivations is the higher dimensional cluster categories of Oppermann and Thomas, which encode $(d+1)$-dimensional structures for an integer $d \geq 1$. They are $(d+2)$-angulated categories, which belong to the subject of higher homological algebra.

We will define higher dimensional tropical friezes as maps from higher cluster categories (and more general $(d+2)$-angulated categories) to the integers. Following Palu, we will define a notion of $(d+2)$-angulated index, establish some of its properties, and use it to construct higher dimensional tropical friezes.

0. Introduction

The background of this paper is a certain part of cluster theory, summed up in Figure 1. Let us give some brief reminders about the objects in the figure.

• Cluster categories are a class of triangulated categories defined by Buan, Marsh, Reineke, Reiten, and Todorov in [3, sec. 1].

• Cluster algebras are a class of commutative algebras defined by Fomin and Zelevinsky in [7, def. 2.3].

• Cluster characters are certain “nice” maps from cluster categories (and more general triangulated categories) to cluster algebras. They were defined by Palu in [19, def. 1.2]. See Section (0.1) below.

• Tropical friezes are certain “nice” maps from cluster categories (and more general triangulated categories) to the integers. They can be viewed as a tropical version of cluster characters, and were defined by Guo in [9, def. 2.2], following the lead of Propp [20, sec. 5] and Coxeter [4, sec. 1]. See Section (0.1) below.

All these objects are, in a sense, two dimensional. For instance, Fomin, Shapiro, and Thurston discovered a class of cluster algebras arising from surfaces with marked points, see [6, sec. 5]. Moreover, the Auslander–Reiten (=AR) quivers of cluster categories are two dimensional because they consist locally of two dimensional meshes. An example is shown at the left of Figure 2; it reflects that the cluster category is triangulated, and that there is an AR triangle $s_2 \to x_1 \oplus x_1' \to s_0 \to \Sigma s_2$, where $\Sigma$ denotes the suspension functor.
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It is not yet known how to obtain higher dimensional generalisations of cluster algebras and cluster characters, but this paper will give a higher dimensional generalisation of the part of Figure 1 dealing with tropical friezes. This is based on work by Oppermann and Thomas, who defined higher dimensional cluster categories, see [18, sec. 5] and Section (0.2) below. They are \((d+2)\)-angulated categories as defined by Geiss, Keller, and Oppermann for an integer \(d \geq 1\), see [8, def. 2.1], and hence belong to the subject of higher homological algebra introduced by Iyama. They are, in a sense, \((d+1)\)-dimensional objects. For instance, their AR quivers are \((d+1)\)-dimensional because they consist locally of \((d+1)\)-dimensional meshes. An example is shown for \(d = 2\) at the right of Figure 2; it reflects that the category is 4-angulated, and that there is an AR 4-angle \(s_3 \to x_2 \oplus x_2' \oplus x_2'' \to x_1 \oplus x_1' \oplus x_1'' \to s_0 \to \Sigma^2 s_3\).

We will define higher dimensional tropical friezes as maps from higher cluster categories (and more general \((d+2)\)-angulated categories) to the integers. The definition is inspired by Oppermann and Thomas’s higher dimensional tropical exchange relations in Dynkin type \(A\), see [18, thm. 1.4]. We will define a notion of \((d+2)\)-angulated index, following Palu’s definition of the index on triangulated categories, see [19, sec. 2.1]. We will establish some properties of the \((d+2)\)-angulated index, and show that it can be used to construct higher dimensional tropical friezes; this generalises a result by Guo, see [9, thm. 3.1].

(0.1). **Background: Tropical friezes on triangulated categories.** Let \(k\) be a field, \(\mathcal{C}\) a \(k\)-linear Hom-finite triangulated category with split idempotents. Write \(\mathcal{C}(-,-)\) for \(\text{Hom}_{\mathcal{C}}(-,-)\). Assume that \(\mathcal{C}\) is 2-Calabi–Yau, in the sense that there are natural isomorphisms \(\mathcal{C}(s,s') \cong D\mathcal{C}(s',\Sigma^2 s)\) for
s, s′ ∈ C, where D(−) = Homk(−, k) is k-linear duality. Let ind C denote the indecomposable objects of C. The objects s0, s2 ∈ ind C are called an exchange pair in C if dimk C(s0, Σs2) = 1. Then we also have dimk C(s2, Σs0) = 1 since C is 2-Calabi–Yau, so there are non-split triangles
\[ s_2 \to x_1 \to s_0 \to Σs_2, \quad s_0 \to y_1 \to s_2 \to Σs_0 \] (0.1)
in C.

A map \( \chi : \text{obj } C \to A \) to a commutative ring A, which is constant on isomorphism classes and exponential in the sense \( \chi(s \oplus s′) = \chi(s)\chi(s′) \), is called a cluster character on C if it satisfies
\[ \chi(s_2)\chi(s_0) = \chi(x_1) + \chi(y_1) \]
for each exchange pair \( s_0, s_2 \in \text{ind } C \) with ensuing non-split triangles (0.1), see [19, def. 1.2]. In typical applications, C is a cluster category, A a ring of Laurent polynomials, and \( \chi \) maps the rigid indecomposable objects of C to the cluster variables of a cluster algebra contained in A.

Tropical friezes are tropicalised versions of cluster characters. A map \( f : \text{obj } C \to \mathbb{Z} \), which is constant on isomorphism classes and additive in the sense \( f(s \oplus s′) = f(s) + f(s′) \), is called a tropical frieze on C if it satisfies
\[ f(s_0) + f(s_2) = \max\{ f(x_1), f(y_1) \} \] (0.2)
for each exchange pair \( s_0, s_2 \in \text{ind } C \) with ensuing non-split triangles (0.1), see [9, def. 2.2].

(0.2). Background: Higher dimensional cluster categories. Let \( \Phi \) be a finite dimensional \( k \)-algebra, which is \( d \)-representation finite in the sense of [12, def. 2.2]. Then \( \text{mod}(\Phi) \), the category of finitely generated right modules, has a unique \( d \)-cluster tilting subcategory \( \mathcal{F} \), see [12, prop. 2.3].

Oppermann and Thomas defined the higher dimensional cluster category \( \mathcal{I} \) of \( \Phi \), see [18, sec. 5], which is a \( (d + 2) \)-angulated category, see [8, def. 2.1]. There is an inclusion \( \mathcal{F} \subseteq \mathcal{I} \). If \( d = 1 \), then \( \Phi \) is a hereditary algebra of finite representation type, \( \mathcal{F} \) is all of \( \text{mod}(\Phi) \), and \( \mathcal{I} \) is the usual triangulated cluster category from [3, sec. 1]. If \( d \geq 2 \), then \( \mathcal{I} \) is a new object where the suspension functor \( \Sigma \) has been replaced by a \( d \)-suspension functor \( \Sigma^d \) (not necessarily a \( d \)th power), and mapping cones have been replaced by complexes consisting of \( d \) objects.

(0.3). Tropical friezes on \( (d + 2) \)-angulated categories. Let \( d \geq 1 \) be an integer, \( \mathcal{I} \) a \( k \)-linear Hom-finite \( (d + 2) \)-angulated category with split idempotents and \( d \)-suspension functor \( \Sigma^d \). Assume that \( \mathcal{I} \) is 2d-Calabi–Yau, in the sense that there are natural isomorphisms \( \mathcal{I}(s, s′) \cong \mathcal{D}(\mathcal{I}(s′, (\Sigma^d)^2s) \) for \( s, s′ \in \mathcal{I} \); this is satisfied by higher dimensional cluster categories by [18, thm. 5.2(2)].

The objects \( s_0, s_{d+1} \in \text{ind } \mathcal{I} \) are called an exchange pair in \( \mathcal{I} \) if \( \text{dim}_k \mathcal{I}(s_0, \Sigma^d s_{d+1}) = 1 \). Then we also have \( \text{dim}_k \mathcal{I}(s_{d+1}, \Sigma^d s_0) = 1 \) since \( \mathcal{I} \) is 2d-Calabi–Yau, so there are \( (d + 2) \)-angles in \( \mathcal{I} \):
\[ s_{d+1} \to x_d \to \cdots \to x_1 \to s_0 \xrightarrow{\gamma_0} \Sigma^d s_{d+1}, \] (0.3)
\[ s_0 \to y_1 \to \cdots \to y_d \to s_{d+1} \xrightarrow{\gamma_{d+1}} \Sigma^d s_0 \] (0.4)
where \( \gamma_0, \gamma_{d+1} \neq 0 \).

Definition A. A map \( f : \text{obj } \mathcal{I} \to \mathbb{Z} \), which is constant on isomorphism classes and additive in the sense \( f(s \oplus s′) = f(s) + f(s′) \), is a tropical frieze on \( \mathcal{I} \) if it satisfies
\[ f(s_0) + (-1)^{d+1}f(s_{d+1}) = \max\left\{ \sum_{i=1}^{d} (-1)^{i+1}f(x_i), \sum_{i=1}^{d} (-1)^{i+1}f(y_i) \right\} \] (0.5)
for each exchange pair \( s_0, s_{d+1} \in \text{ind } \mathcal{I} \) with \( (d + 2) \)-angles (0.3) and (0.4) where \( \gamma_0, \gamma_{d+1} \neq 0 \).

If \( d = 1 \) then Definition A specialises to the definition of tropical friezes on triangulated categories: The \( (d + 2) \)-angles (0.3) and (0.4) become the triangles (0.1), and Equation (0.5) becomes Equation (0.2). For general \( d \), Definition A is inspired by Oppermann and Thomas’s higher dimensional tropical
Figure 3. A tropical frieze \( f \) on the Auslander–Reiten quiver of a certain 5-angulated category. If \( a, b, c, d, e \) are consecutive objects, then \( f(a) + f(e) = \max \{ f(b) - f(c) + f(d), 0 \} \). See Section 7 for further details.

exchange relations in Dynkin type \( A \), see [18, thm. 1.4]. However, our definition does not specialise to theirs because of the boundary terms included in [18, thm. 1.4].

A concrete example of Definition A is given in Figure 3, which shows the values of a tropical frieze \( f \) on the AR quiver of a certain 5-angulated category. Note that the quiver is, in fact, a four dimensional object, but has sufficiently few vertices to be drawn as shown. In this case, Equation (0.5) means that if \( a, b, c, d, e \) are consecutive objects in the AR quiver, then

\[
f(a) + f(e) = \max \{ f(b) - f(c) + f(d), 0 \}.
\]

See Section 7 for further details.

Observe that a different notion of higher dimensional friezes was defined by McMahon, see [16, sec. 4].

(0.4). The \( (d + 2) \)-angulated index. Let us drop the assumption that \( \mathcal{S} \) is 2d-Calabi–Yau, which is not needed for defining the \( (d + 2) \)-angulated index. Let \( t \in \mathcal{S} \) be an Oppermann–Thomas cluster tilting object, see [18, def. 5.3] or Definition 5.3, and set \( T = \text{add}(t) \).

**Definition B.** For \( s \in \mathcal{S} \), let

\[
t_d \xrightarrow{\tau_d} \cdots \xrightarrow{\tau_1} t_0 \rightarrow s \rightarrow \Sigma^d t_d
\]

be a \( (d+2) \)-angle in \( \mathcal{S} \) with \( t_i \in \mathcal{S} \) and \( \tau_i \) in the radical of \( \mathcal{S} \) for each \( i \). The \( (d+2) \)-angulated index of \( s \) with respect to \( t \) is

\[
\text{index}^{\mathcal{S}}(s) = \sum_{i=0}^{d} (-1)^i [t_i],
\]

viewed as an element of the split Grothendieck group \( K_0^{sp}(\mathcal{S}) \).

The superscript \( \diamond \) serves to distinguish the \( (d+2) \)-angulated index from the triangulated index we will also need; see Definition 3.3. Remark 5.4 shows that \( \text{index}^{\mathcal{S}}(s) \) is well-defined and depends only on the isomorphism class of \( s \). Definition B is the natural \( (d+2) \)-angulated generalisation of Palu’s index on triangulated categories, see [19, sec. 2.1], which arises as the special case \( d = 1 \).

Our first main result is that the \( (d+2) \)-angulated index is additive on \( (d+2) \)-angles up to an error term. This generalises [19, prop. 2.2] to \( (d+2) \)-angulated categories. Set \( \Gamma = \text{End}_{\mathcal{S}}(t) \). There is a
functor $F : \mathcal{S} \to \text{mod}(\Gamma)$ given by $F(-) = \mathcal{S}(t, -)$. In particular, a morphism $\gamma$ in $\mathcal{S}$ induces a module $\text{Im} F \gamma$ in $\text{mod}(\Gamma)$, hence an element $[\text{Im} F \gamma]$ in the Grothendieck group $K_0(\text{mod} \Gamma)$.

**Theorem C** (=Theorem 5.9). There is a unique homomorphism $\theta : K_0(\text{mod} \Gamma) \to K_0^{sp}(\mathcal{S})$ of abelian groups such that if $s_{d+1} \to \cdots \to s_0 \xrightarrow{\gamma} \Sigma^d s_{d+1}$ is a $(d + 2)$-angle in $\mathcal{S}$, then
\[
\sum_{i=0}^{d+1} (-1)^i \text{index}_{\mathcal{S}}(s_i) = \theta([\text{Im} F \gamma]).
\]

Our second main result is that tropical friezes on $(d + 2)$-angulated categories can be constructed using the $(d + 2)$-angled index. This generalises [9, thm. 3.1] to $(d + 2)$-angulated categories. The proof relies crucially on Theorem C.

**Theorem D** (=Theorem 6.2). Assume that $d$ is odd and $\mathcal{S}$ is $2d$-Calabi–Yau. Let $\varphi : K_0^{sp}(\mathcal{S}) \to \mathbb{Z}$ be a homomorphism of abelian groups. The composition
\[
\varphi \circ \text{index}_{\mathcal{S}}: \text{obj} \mathcal{S} \to \mathbb{Z}
\]
is a tropical frieze on $\mathcal{S}$ if $\varphi$ satisfies $\varphi \theta([M]) \geq 0$ for each $M \in \text{mod}(\Gamma)$.

To prove Theorems C and D we will need the additional assumption that $\mathcal{S}$ is “standard”, in the sense that its structure as $(d + 2)$-angulated category is obtained from [8, thm. 1] by realising $\mathcal{S}$ as a $d$-cluster tilting subcategory, stable under $\Sigma^d$, inside a $k$-linear Hom-finite triangulated category with split idempotents. See [18, def. 5.15] which coined the term “standard”.

The paper is organised as follows: Section 1 is preliminary. Section 2 investigates a triangulated version of the functor $F$ defined before Theorem C. Section 3 defines the triangulated index with respect to an $n$-cluster tilting object in the sense of [15, sec. 5.1]; this is another generalisation of Palu’s index on triangulated categories. Section 4 shows additivity with an error term of the triangulated index. Section 5 uses the triangulated index to prove Theorem C. Section 6 proves Theorem D. Section 7 shows the example mentioned at the end of Section (0.3).

### 1. Preliminaries

This section provides a setup and collects some reminders on the papers [11], [14], and [15].

**Setup 1.1.** In Sections 1 through 6 the following is fixed.

- $k$ is a field.
- $\mathcal{C}$ is a $k$-linear Hom-finite triangulated category with split idempotents and suspension functor $\Sigma$.
- $n \geq 2$ is an integer.
- $t \in \mathcal{C}$ is an $n$-cluster tilting object.
- $\mathcal{T} = \text{add}(t)$ is the $n$-cluster tilting subcategory associated to $t$.
- $\Gamma = \text{End}_\mathcal{C}(t)$ is the endomorphism algebra of $t$.

We recall the definitions of $n$-cluster tilting objects and subcategories from [15, sec. 5.1]. They are triangulated versions of [11, def. 2.2].

**Definition 1.2.** An $n$-cluster tilting object of the triangulated category $\mathcal{C}$ is an object $t$ such that $\mathcal{T} = \text{add}(t)$ is an $n$-cluster tilting subcategory, that is, $\mathcal{T} \subseteq \mathcal{C}$ is a full subcategory which is functorially finite and satisfies
\[
\mathcal{T} = \{ c \in \mathcal{C} | \text{Ext}^{1,n-1}_\mathcal{C}(\mathcal{T}, c) = 0 \} = \{ c \in \mathcal{C} | \text{Ext}^{1,n-1}_\mathcal{C}(c, \mathcal{T}) = 0 \}.
\]
A 2-cluster tilting object is simply called a cluster tilting object.
Remark 1.3. An $n$-cluster tilting subcategory $\mathcal{T}$ has the form $\text{add}(t)$ if and only if it has finitely many indecomposable objects. With small modifications, our results remain valid without this assumption. Then $\text{mod}(\Gamma)$ must be replaced with the category $\text{mod}(\mathcal{T})$ of finitely presented contravariant $k$-linear functors $\mathcal{T} \to \text{mod}(k)$, and the functor $F : c \mapsto \mathcal{C}(t, c)$ with values in $\text{mod}(\Gamma)$, which will appear in Definition 2.1, must be replaced with the functor $c \mapsto \mathcal{C}(-, c)|_{\mathcal{T}}$ with values in $\text{mod}(\mathcal{T})$. \hfill \Box

Recall the following definition and lemma from the start of [14, sec. 2].

**Definition 1.4.** If $\mathcal{X}, \mathcal{Y} \subseteq \mathcal{C}$ are full subcategories, then there is a full subcategory

$$\mathcal{X} \ast \mathcal{Y} = \{ c \in \mathcal{C} \mid \text{there is a triangle } x \to c \to y \to \Sigma x \text{ with } x \in \mathcal{X}, y \in \mathcal{Y} \}.$$ \hfill \Box

**Lemma 1.5.** The operation $\ast$ is associative, so the notation $\mathcal{X} \ast \mathcal{Y} \ast \mathcal{Z}$ makes sense without brackets.

The following is [14, def. 2.2].

**Definition 1.6.** A torsion pair in $\mathcal{C}$ is a pair $(\mathcal{X}, \mathcal{Y})$ of full subcategories $\mathcal{X}, \mathcal{Y} \subseteq \mathcal{C}$ such that $\mathcal{C}(\mathcal{X}, \mathcal{Y}) = 0$ and $\mathcal{C} = \mathcal{X} \ast \mathcal{Y}$. \hfill \Box

Part (i) of the following lemma is [14, thm. 3.1(2)], and part (ii) is an immediate consequence of part (i).

**Lemma 1.7.** Let $0 \leq \ell \leq n - 2$ be an integer.

$(i)$ There is a torsion pair $(\mathcal{T} \ast \cdots \ast \Sigma^{\ell+1} \mathcal{T}, \mathcal{V} \ast \cdots \ast \Sigma^{n-1} \mathcal{T})$ in $\mathcal{C}$.

$(ii)$ $\mathcal{T} \ast \cdots \ast \Sigma^{\ell} \mathcal{T}$ is closed under extensions.

The following is [14, thm. 3.1(1)].

**Lemma 1.8.** $\mathcal{C} = \mathcal{T} \ast \cdots \ast \Sigma^{n-1} \mathcal{T}$.  

2. The homological functor $F$

This section shows some properties of the following functor.

**Definition 2.1.** Let $F$ be the homological functor

$$F : \mathcal{C} \to \text{mod}(\Gamma), \quad F(-) = \mathcal{C}(t, -).$$ \hfill \Box

The following lemma will be used several times.

**Lemma 2.2.** $F(\Sigma \mathcal{T} \ast \cdots \ast \Sigma^{n-1} \mathcal{T}) = 0$.

*Proof.* The lemma means $\mathcal{C}(t, \Sigma \mathcal{T} \ast \cdots \ast \Sigma^{n-1} \mathcal{T}) = 0$, but we have $t \in \mathcal{T}$ and there is a torsion pair $(\mathcal{T}, \Sigma \mathcal{T} \ast \cdots \ast \Sigma^{n-1} \mathcal{T})$ in $\mathcal{C}$ by Lemma 1.7(i). \hfill \Box

The following lemma is elementary.

**Lemma 2.3.** If $a \to b \overset{\beta}{\to} c \overset{\gamma}{\to} \Sigma a$ is a triangle in $\mathcal{C}$, then $F\gamma = 0$ if and only if $\mathcal{C}(t', \beta)$ is surjective for each $t' \in \mathcal{T}$.

The following lemma is a special case of [14, prop. 6.2(3)], where $[\Sigma \mathcal{T}]$ denotes the ideal of morphisms in $\mathcal{T} \ast \Sigma \mathcal{T}$ which factor through an object of $\Sigma \mathcal{T}$.

**Lemma 2.4.** The restriction of $F$ to $\mathcal{T} \ast \Sigma \mathcal{T}$ induces an equivalence of categories $(\mathcal{T} \ast \Sigma \mathcal{T})/[\Sigma \mathcal{T}] \cong \text{mod}(\Gamma)$. 

Lemma 2.5. For $m \in \mathcal{T} \ast \Sigma \mathcal{T}$ and $c \in \mathcal{C}$, consider the map
\[ \mathcal{C}(m, c) \xrightarrow{F(-)} \text{Hom}_\Gamma(Fm, Fc). \]

Then:

(i) $F(-)$ is surjective.

(ii) The kernel of $F(-)$ consists of the morphisms $m \to c$ which factor through an object of $\Sigma \mathcal{T}$.

Proof. Part (i) is a special case of [10, lem. 1.11(ii)].

For part (ii), suppose that $m \xrightarrow{\mu} c$ factors as $m \to \Sigma t_1 \to c$ for some $t_1 \in \mathcal{T}$. Then $F\mu = 0$ because $F(\Sigma t_1) = 0$ by Lemma 2.2.

Conversely, suppose that $m \xrightarrow{\mu} c$ satisfies $F\mu = \mathcal{C}(t, \mu) = 0$. Then $\mathcal{C}(t_0, \mu) = 0$ for each $t_0 \in \mathcal{T}$. Since $\mathcal{C}(t_0, \mu) = 0$ we have $\mu_{t_0} = 0$, so $\mu$ factors as $m \xrightarrow{\mu'} \Sigma t_1 \to c$. \hfill \Box

Lemma 2.6. For each morphism $k \xrightarrow{\kappa} a$ in $\mathcal{C}$ with $k \in \mathcal{T} \ast \Sigma \mathcal{T}$, there is a commutative diagram
\[ \begin{array}{ccc}
  k & \xrightarrow{\kappa} & a \\
  \downarrow{\kappa} & & \downarrow{\kappa} \\
  m & \xrightarrow{\iota} & a \\
\end{array} \]

with $m \in \mathcal{T} \ast \Sigma \mathcal{T}$, where $F\sigma$ is surjective, $F\iota$ injective. Hence $Fm$ can be identified with $\text{Im} F\kappa$.

Proof. There is a canonical factorisation
\[ \begin{array}{ccc}
  Fk & \xrightarrow{F\kappa} & Fa. \\
  \downarrow{\rho} & & \downarrow{\theta} \\
  \text{Im} F\kappa & & \text{Im} F\kappa \\
\end{array} \]

By Lemma 2.4 there exists $m' \in \mathcal{T} \ast \Sigma \mathcal{T}$ such that $Fm' \cong \text{Im} F\kappa$, and by Lemma 2.5(i) there are $k \xrightarrow{\sigma'} m' \xrightarrow{\iota'} a$ such that
\[ \begin{array}{ccc}
  Fk & \xrightarrow{F\kappa} & Fa \\
  \downarrow{F\sigma'} & & \downarrow{F\iota'} \\
  Fm' & \xrightarrow{F\sigma''} & Fa \\
\end{array} \]

(2.1)
can be identified with the previous diagram. Then $F(\kappa - \iota' \sigma') = F\kappa - \theta \rho = 0$, so by Lemma 2.5(ii) the morphism $\kappa - \iota' \sigma'$ factors as $k \xrightarrow{\sigma''} \Sigma t'' \xrightarrow{\iota''} a$ for some $t'' \in \mathcal{T}$, whence $\kappa = \iota' \sigma' + \iota'' \sigma''$.

This means that the following diagram is commutative.
\[ \begin{array}{ccc}
  k & \xrightarrow{\kappa} & a \\
  \downarrow{\kappa} & & \downarrow{\kappa} \\
  m' \oplus \Sigma t'' & \xrightarrow{(\iota', \iota'')} & a \\
\end{array} \]

(2.2)

It is clear that $m' \oplus \Sigma t'' \in \mathcal{T} \ast \Sigma \mathcal{T}$, and applying $F$ to the diagram (2.2) recovers (2.1) because $F(\Sigma t'') = 0$ by Lemma 2.2, so $F(\sigma'')$ is surjective, $F(\iota', \iota'')$ injective. Hence (2.2) can be used as the diagram in the lemma. \hfill \Box

The following lemma generalises [19, lem. 3.1] to the case where $t$ is an $n$-cluster tilting object. The proof remains the same, but we include it for the convenience of the reader.
Lemma 2.7. Each short exact sequence in \( \text{mod}(\Gamma) \) has the form

\[
0 \to F_k \xrightarrow{F_k} F\ell \xrightarrow{F\lambda} Fm \to 0
\]

up to isomorphism, where

\[
k \xrightarrow{\kappa} \ell \xrightarrow{\lambda} m \to \Sigma k
\]

is a triangle in \( C \) with \( k, \ell, m \in \mathcal{T} \ast \Sigma \mathcal{T} \).

Proof. Given a short exact sequence \( 0 \to K \to L \to M \to 0 \) in \( \text{mod}(\Gamma) \), Lemma 2.4 implies that there is a morphism \( k \xrightarrow{\kappa'} \ell' \) in \( \mathcal{T} \ast \Sigma \mathcal{T} \) such that \( Fk \xrightarrow{F\kappa'} F\ell' \) can be identified with \( K \to L \). Pick a triangle \( t_1 \to t_0 \to k \xrightarrow{\delta} \Sigma t_1 \) in \( C \) with \( t_i \in \mathcal{T} \). The octahedral axiom gives the following diagram where each row and column is a triangle.

We claim that the third row of the diagram can be used as the triangle (2.3): We have \( F(\Sigma t_1) = 0 \) by Lemma 2.2, so the morphism \( Fk \xrightarrow{F(\kappa')} F(\ell' \oplus \Sigma t_1) \) can also be identified with \( K \to L \). Similarly, \( F(\Sigma t_0) = 0 \) while \( \mu \) factors through \( \Sigma t_0 \), so \( F\mu = 0 \) whence \( F\lambda \) is surjective. Finally, \( \ell' \in \mathcal{T} \ast \Sigma \mathcal{T} \) and \( \Sigma t_i \in \Sigma \mathcal{T} \), so \( \ell' \oplus \Sigma t_1 \in \mathcal{T} \ast \Sigma \mathcal{T} \) is clear, and the third column of the diagram shows \( m \in (\mathcal{T} \ast \Sigma \mathcal{T}) \ast \Sigma \mathcal{T} = \mathcal{T} \ast \Sigma \mathcal{T} \). The last equality is by Lemma 1.5 and the easy observation \( \Sigma \mathcal{T} \ast \Sigma \mathcal{T} = \Sigma \mathcal{T} \).

\[ \square \]

3. The triangulated index with respect to an \( n \)-cluster tilting object

This section introduces the triangulated index with respect to an \( n \)-cluster tilting object, see Definition 3.3, and shows some basic properties. Like the \((d+2)\)-angulated index, it is a generalisation of Palu’s index on triangulated categories, see [19, sec. 2.1], which arises as the special case \( n = 2 \).

Definition 3.1. A tower of triangles in \( C \) is a diagram of the form

\[
\begin{array}{cccccccc}
c_{m-1} & \rightarrow & c_{m-2} & \cdots & \rightarrow & c_2 & \rightarrow & c_1 \\
\vdots & & \ddots & & \ddots & & \ddots & \vdots \\
c_m & \xleftarrow{v_{m-1.5}} & v_{m-2.5} & \cdots & v_{1.5} & \xleftarrow{} & c_0
\end{array}
\]

where \( m \geq 2 \) is an integer, a wavy arrow \( x \xrightarrow{\sim} y \) signifies a morphism \( x \rightarrow \Sigma y \), each oriented triangle is a triangle in \( C \), and each non-oriented triangle is commutative.

If \( m = 2 \) then the tower is a single triangle \( c_2 \rightarrow c_1 \rightarrow c_0 \rightarrow \Sigma c_0 \), and there are no objects \( v_* \). \[ \square \]
Lemma 3.2. For \( c \in \mathcal{C} \) there is a tower of triangles in \( \mathcal{C} \),

\[
\begin{array}{c}
\tau_{n-2} & \tau_{n-3} & \cdots & \tau_1 & \tau_0 \\
t_{n-2} & t_{n-3} & \cdots & t_1 & t_0 \\
v_{n-2.5} & v_{n-3.5} & \cdots & v_{1.5} & v_{0.5} \\
t_{n-1} & v_{n-2.5} & \cdots & v_{1.5} & c,
\end{array}
\]

where each \( \tau_i \) is a \( \mathcal{T} \)-cover; in particular, \( t_i \in \mathcal{T} \) for each \( i \). The \( t_i \) are determined up to isomorphism.

Proof. The tower exists by [14, cor. 3.3 and its proof]. The \( t_i \) are determined up to isomorphism by the construction given there, because \( c \) or \( v_{i-0.5} \) determines the \( \mathcal{T} \)-cover \( \tau_i \) up to isomorphism, which in turn determines the cone \( v_{i+0.5} \) or \( t_{n-1} \) up to isomorphism.

Definition 3.3. The triangulated index of \( c \in \mathcal{C} \) with respect to \( t \) is the element

\[
\text{index}_{\mathcal{T}}(c) = \sum_{i=0}^{n-1} (-1)^i [t_i]
\]

of the split Grothendieck group \( K_0^\mathcal{T}(\mathcal{T}) \), where the \( t_i \) come from the tower in Lemma 3.2.

Lemma 3.4. If \( t' \in \mathcal{T} \) is an object, \( 0 \leq \ell \leq n-1 \) an integer, then \( \text{index}_{\mathcal{T}}(\Sigma^\ell t') = (-1)^\ell [t'] \).

Proof. There is a diagram as in Lemma 3.2 with \( t_\ell = t' \) and every other \( t_i \) equal to zero.

The following three lemmas show some instances of additivity of the triangulated index with respect to an \( n \)-cluster tilting object. They will be used to prove Theorem 4.4, of which they are special cases.

Lemma 3.5. If \( c, c' \in \mathcal{C} \) then \( \text{index}_{\mathcal{T}}(c \oplus c') = \text{index}_{\mathcal{T}}(c) + \text{index}_{\mathcal{T}}(c') \).

Proof. For each of \( c \) and \( c' \), there is a diagram as in Lemma 3.2. Taking their direct sum in an obvious sense produces a similar diagram for \( c \oplus c' \).

Lemma 3.6. If

\[
\begin{array}{c}
c' \\
\tau_c \\
c \\
\delta_c \\
\Sigma(c')
\end{array}
\]

is a triangle in \( \mathcal{C} \) with \( t_c \in \mathcal{T} \) and \( F\delta_c = 0 \), then \( [t_c] = \text{index}_{\mathcal{T}}(c') + \text{index}_{\mathcal{T}}(c) \).

Proof. Combining Lemma 2.3 with the condition \( t_c \in \mathcal{T} \) shows that \( \tau_c \) is a \( \mathcal{T} \)-precover. Hence up to isomorphism, (3.1) is the direct sum of two triangles

\[
\begin{array}{c}
v_{0.5} \\
v_0 \\
v_{0.5}
\end{array}
\]

where \( t_0 \rightarrow c \) is a \( \mathcal{T} \)-cover and \( t'_0 \in \mathcal{T} \). In particular, \( c' \approx v_{0.5} \oplus t'_0 \) and \( t_c \approx t_0 \oplus t'_0 \). Lemmas 3.5 and 3.4 show

\[
\text{index}_{\mathcal{T}}(c') = \text{index}_{\mathcal{T}}(v_{0.5}) + \text{index}_{\mathcal{T}}(t_c) - \text{index}_{\mathcal{T}}(t_0) = \text{index}_{\mathcal{T}}(v_{0.5}) + [t_c] - [t_0].
\]

The triangle \( v_{0.5} \rightarrow t_0 \rightarrow c \rightarrow \Sigma(v_{0.5}) \) is part of a diagram as in Lemma 3.2, which shows \( \text{index}_{\mathcal{T}}(c) = \sum_{i=0}^{n-1} (-1)^i [t_i] \) and \( \text{index}_{\mathcal{T}}(v_{0.5}) = -\sum_{i=0}^{n-1} (-1)^i [t_i] \), whence

\[
\text{index}_{\mathcal{T}}(c) = [t_0] - \text{index}_{\mathcal{T}}(v_{0.5}).
\]

Combining with Equation (3.2) proves the lemma.

Lemma 3.7. If

\[
\begin{array}{c}
a \\
\alpha \\
b \\
\beta \\
c \\
\gamma \\
\Sigma a
\end{array}
\]

is a triangle in \( \mathcal{C} \) with \( F\gamma = 0 \), then

\[
\text{index}_{\mathcal{T}}(b) = \text{index}_{\mathcal{T}}(a) + \text{index}_{\mathcal{T}}(c).
\]

(3.4)
Proof. Let $0 \leq \ell \leq n - 1$ be an integer. In addition to the assumptions in the lemma, suppose $a, c \in \mathcal{T} \cdot \cdots \cdot \Sigma^\ell \mathcal{T}$. We will prove Equation (3.4) by induction on $\ell$. The lemma will follow because of Lemma 1.8.

If $\ell = 0$ then $a, c \in \mathcal{T}$. Since $\mathcal{C}(\mathcal{T}, \Sigma \mathcal{T}) = 0$ we have $c \xrightarrow{\gamma} \Sigma a$ equal to zero, so the triangle (3.3) is split and $b \cong a \oplus c$. Hence Equation (3.4) follows from Lemma 3.5.

If $1 \leq \ell \leq n - 1$, then by definition of $\mathcal{T} \cdot \cdots \cdot \Sigma^\ell \mathcal{T}$ there are triangles

$$a' \xrightarrow{\tau_a} a \xrightarrow{\delta_a} \Sigma a', \quad c' \xrightarrow{\tau_c} c \xrightarrow{\delta_c} \Sigma c'$$

with $t_a, t_c \in \mathcal{T}$ and

$$a', c' \in \mathcal{T} \cdot \cdots \cdot \Sigma^{\ell-1} \mathcal{T}.$$  

We know $F\gamma = 0$, so Lemma 2.3 says that there is $t_c \xrightarrow{\tau_c} b$ such that $\tau_c = \beta \tau$. This gives the following commutative diagram of triangles.

Since the first triangle is split, by [17, lem. 1.7, def. 1.9, and thm. 2.3] the diagram can be completed to the following diagram, where each row and column is a triangle and each square is commutative, except for the one at the bottom right which is anticommutative.

The second column is the triangle

$$b' \xrightarrow{\tau_b} t_c \xrightarrow{(\alpha \tau_a) \tau} b \xrightarrow{\delta_b} \Sigma b'.$$  

Equation (3.6) implies

$$F(\Sigma a') = 0$$

by Lemma 2.2. In particular, the first of the triangles (3.5) satisfies $F \delta_a = 0$, so Lemma 3.6 gives

$$[t_a] = \text{index}_\mathcal{F}(a') + \text{index}_\mathcal{F}(a).$$  

Similarly,

$$[t_c] = \text{index}_\mathcal{F}(c') + \text{index}_\mathcal{F}(c).$$  

The first row of diagram (3.7) combined with Equation (3.6) and Lemma 1.7(ii) gives $b' \in \mathcal{T} \cdot \cdots \cdot \Sigma^{\ell-1} \mathcal{T}$ whence $F(\Sigma b') = 0$ by Lemma 2.2. In particular, the triangle (3.8) satisfies $F \delta_b = 0$, so Lemma 3.6 gives

$$[t_a \oplus t_c] = \text{index}_\mathcal{F}(b') + \text{index}_\mathcal{F}(b).$$
Finally, Equation (3.9) implies $F\gamma' = 0$. By Equation (3.6), this means that induction applies to the triangle $a' \to b' \to c' \xrightarrow{\gamma'} \Sigma a'$, whence

$$\text{index}_\mathcal{F}(b') = \text{index}_\mathcal{F}(a') + \text{index}_\mathcal{F}(c').$$

Combined with Equations (3.10), (3.11), and (3.12), this proves Equation (3.4). $\square$

4. ADDITIVITY OF THE TRIANGULATED INDEX UP TO THE ERROR TERM $\theta$

This section shows that the triangulated index with respect to an $n$-cluster tilting object is additive up to an error term given by a homomorphism $\theta$. The following lemma is due to [19, sec. 3.1] in the case where $t$ is a 2-cluster tilting object.

Lemma 4.1. There is a unique homomorphism

$$\theta : K_0(\text{mod } \Gamma) \to K_0^\text{sp}(\mathcal{F})$$

defined by

$$\theta([Fm]) = \text{index}_\mathcal{F}(\Sigma^{-1}m) + \text{index}_\mathcal{F}(m)$$

for $m \in \mathcal{F} \ast \Sigma \mathcal{F}$.

Proof. Each $M \in \text{mod}(\Gamma)$ has the form $Fm$ for some $m \in \mathcal{F} \ast \Sigma \mathcal{F}$ by Lemma 2.4, so the lemma follows from Lemmas 4.2 and 4.3. $\square$

Lemmas 4.2 and 4.3 generalise [19, lem. 2.1(4) and lem. 1.3] to the case where $t$ is an $n$-cluster tilting object. The proofs remain the same, but we include them for the convenience of the reader.

Lemma 4.2. If $m', m'' \in \mathcal{F} \ast \Sigma \mathcal{F}$ satisfy $Fm' \cong Fm''$, then

$$\text{index}_\mathcal{F}(\Sigma^{-1}m') + \text{index}_\mathcal{F}(m') = \text{index}_\mathcal{F}(\Sigma^{-1}m'') + \text{index}_\mathcal{F}(m'').$$

Proof. Lemma 2.4 implies that $m'$ and $m''$ differ only by summands in $\Sigma \mathcal{F}$, so there are $t', t'' \in \mathcal{F}$ such that

$$m' \oplus \Sigma t' \cong m'' \oplus \Sigma t''.$$ (4.1)

We have

$$\text{index}_\mathcal{F}(\Sigma^{-1}m') + \text{index}_\mathcal{F}(m')$$

$$\quad = \text{index}_\mathcal{F}(\Sigma^{-1}m') + [t'] + \text{index}_\mathcal{F}(m') - [t']$$

$$\quad = \text{index}_\mathcal{F}(\Sigma^{-1}m') + \text{index}_\mathcal{F}(t') + \text{index}_\mathcal{F}(m') + \text{index}_\mathcal{F}(\Sigma t')$$

$$\quad \overset{(a)}{=} \text{index}_\mathcal{F}(\Sigma^{-1}(m' \oplus \Sigma t')) + \text{index}_\mathcal{F}(m' \oplus \Sigma t'),$$

where (a) and (b) are by Lemmas 3.4 and 3.5. There is a similar formula with $m'', t''$ instead of $m', t'$. By Equation (4.1) the two formulae have the same right hand sides, so the left hand sides are equal, completing the proof. $\square$

Lemma 4.3. If

$$0 \to Fk \to F\ell \to Fm \to 0$$ (4.2)

is a short exact sequence in $\text{mod}(\Gamma)$ with $k, \ell, m \in \mathcal{F} \ast \Sigma \mathcal{F}$, then

$$\text{index}_\mathcal{F}(\Sigma^{-1}\ell) + \text{index}_\mathcal{F}(\ell) = \text{index}_\mathcal{F}(\Sigma^{-1}k) + \text{index}_\mathcal{F}(k) + \text{index}_\mathcal{F}(\Sigma^{-1}m) + \text{index}_\mathcal{F}(m).$$
Proof. By Lemma 2.7 there is a triangle
\[
\begin{array}{ccc}
k' & \xrightarrow{k'} & \ell' \\
\Downarrow & & \Downarrow \\
m' & \xrightarrow{m'} & \Sigma k'
\end{array}
\] (4.3)
in \mathcal{C} with \( k', \ell', m' \in \mathcal{T} \ast \Sigma \mathcal{T} \) such that the short exact sequence (4.2) can be identified with
\[
0 \rightarrow Fk' \xrightarrow{Fk'} F\ell' \xrightarrow{F\ell'} Fm' \rightarrow 0.
\]
Lemma 4.2 implies
\[
\text{index}_{\mathcal{T}}(\Sigma^{-1}k) + \text{index}_{\mathcal{T}}(k) = \text{index}_{\mathcal{T}}(\Sigma^{-1}k') + \text{index}_{\mathcal{T}}(k'),
\] (4.4)
and similar equations for \( \ell \) and \( m \). Moreover, \( F\ell' \) is surjective, \( Fk' \) injective, so \( F\mu' = F(\Sigma^{-1}\mu') = 0 \).
Hence Lemma 3.7 can be applied to the triangle (4.3) and its desuspension
\[
\begin{array}{ccc}
\Sigma^{-1}k' & \xrightarrow{-\Sigma^{-1}k'} & \Sigma^{-1}\ell' \\
\Downarrow & & \Downarrow & & \Downarrow \\
\Sigma^{-1}m' & \xrightarrow{-\Sigma^{-1}m'} & \Sigma^{-1}\mu' \\
\Downarrow & & \Downarrow & & \Downarrow \\
k'
\end{array}
\]
giving
\[
\text{index}_{\mathcal{T}}(\ell') = \text{index}_{\mathcal{T}}(k') + \text{index}_{\mathcal{T}}(m'),
\]
\[
\text{index}_{\mathcal{T}}(\Sigma^{-1}\ell') = \text{index}_{\mathcal{T}}(\Sigma^{-1}k') + \text{index}_{\mathcal{T}}(\Sigma^{-1}m').
\]
Adding these and combining with Equation (4.4) and similar equations for \( \ell \) and \( m \) proves the lemma.
\[\square\]

The following theorem generalises a result from [19] to the case where \( t \) is an \( n \)-cluster tilting object, see [19, prop. 2.2 and sec. 3.1]. The first half of the proof (“special case”) is the same as the proof of [19, prop. 2.2].

**Theorem 4.4.** If
\[
a \xrightarrow{a} b \xrightarrow{b} c \xrightarrow{c} \Sigma a
\] (4.5)
is a triangle in \( \mathcal{C} \), then
\[
\text{index}_{\mathcal{T}}(b) = \text{index}_{\mathcal{T}}(a) + \text{index}_{\mathcal{T}}(c) - \theta([\text{Im } F\gamma]).
\]

Proof. Special case: \( c \in \mathcal{T} \ast \Sigma \mathcal{T} \). Lemma 2.6 provides a commutative diagram
\[
\begin{array}{ccc}
c & \xrightarrow{\gamma} & \Sigma a \\
\sigma & \Downarrow & \Downarrow \\
m & \xrightarrow{i} & \Sigma a
\end{array}
\]
where \( m \in \mathcal{T} \ast \Sigma \mathcal{T} \), and where
\( F\sigma \) is surjective, \( Fi \) injective.
\[
\] (4.6)
Using this and the octahedral axiom gives a diagram where each row and column is a triangle.
\[
\begin{array}{ccc}
0 & \xrightarrow{e} & c & \xrightarrow{0} \\
\downarrow & & \downarrow & & \downarrow \\
a & \xrightarrow{b} & c & \xrightarrow{\gamma} \Sigma a \\
\downarrow & & \downarrow & & \downarrow \\
a & \xrightarrow{b'} & m & \xrightarrow{i} \Sigma a \\
\downarrow & & \downarrow & & \downarrow \\
0 & \xrightarrow{\Sigma e} & \Sigma e & \xrightarrow{0}
\end{array}
\]
Equation (4.6) implies \( F\pi = F\rho = 0 \) whence also \( F(\pi\rho) = 0 \), so Lemma 3.7 gives

\[
\begin{align*}
\text{index}_\mathcal{F}(a) &= \text{index}_\mathcal{F}(\Sigma^{-1}m) + \text{index}_\mathcal{F}(b'), \\
\text{index}_\mathcal{F}(b) &= \text{index}_\mathcal{F}(e) + \text{index}_\mathcal{F}(b'), \\
\text{index}_\mathcal{F}(c) &= \text{index}_\mathcal{F}(e) + \text{index}_\mathcal{F}(m).
\end{align*}
\]

Combining these with Lemma 4.1 and observing that \( Fm \cong \text{Im} F\gamma \) proves the theorem.

General case: \( c \in \mathcal{C} \). If \( n = 2 \), then \( \mathcal{C} = \mathcal{F} \ast \Sigma \mathcal{F} \) by Lemma 1.8, so we are done by the special case above. Assume \( n \geq 3 \). By Lemma 1.7(i) there is a triangle \( c' \xrightarrow{\chi'} c \rightarrow f \rightarrow \Sigma c' \) with \( c' \in \mathcal{F} \ast \Sigma \mathcal{F} \) and \( f \in \Sigma^{2} \mathcal{F} \ast \cdots \ast \Sigma^{n-1} \mathcal{F} \). (4.7)

Using this, the triangle (4.5), and the octahedral axiom gives a diagram where each row and column is a triangle.

\[
\begin{array}{c}
0 \longrightarrow \Sigma^{-1}f = \Sigma^{-1}f \longrightarrow 0 \\
\downarrow & \downarrow & \downarrow \\
a \longrightarrow b' \longrightarrow c' \longrightarrow \Sigma a \\
\downarrow & \downarrow & \downarrow \\
a \longrightarrow b \longrightarrow c \longrightarrow \Sigma a \\
\downarrow & \downarrow & \downarrow \\
\varphi \longrightarrow \chi' \longrightarrow \gamma \longrightarrow \Sigma a \\
\downarrow & \downarrow & \downarrow \\
0 \longrightarrow f \longrightarrow f \longrightarrow 0
\end{array}
\]

The special case from the start of the proof applied to the second row gives

\[
\text{index}_\mathcal{F}(b') = \text{index}_\mathcal{F}(a) + \text{index}_\mathcal{F}(c') - \theta([\text{Im} F\gamma']).
\]

Equation (4.7) and Lemma 2.2 imply \( Ff = 0 \) whence \( F\varphi = F\psi = 0 \), so Lemma 3.7 gives

\[
\begin{align*}
\text{index}_\mathcal{F}(b') &= \text{index}_\mathcal{F}(\Sigma^{-1}f) + \text{index}_\mathcal{F}(b), \\
\text{index}_\mathcal{F}(c') &= \text{index}_\mathcal{F}(\Sigma^{-1}f) + \text{index}_\mathcal{F}(c).
\end{align*}
\]

Finally, Equation (4.7) and Lemma 2.2 also imply \( F(\Sigma^{-1}f) = 0 \), so applying \( F \) to the last two columns of the diagram gives

\[
\begin{array}{c}
0 \longrightarrow 0 \\
\downarrow & \downarrow \\
Fc' \longrightarrow F(\Sigma a) \\
\downarrow & \downarrow \\
FX' \longrightarrow F(\Sigma a) \\
\downarrow & \downarrow \\
0 \longrightarrow 0
\end{array}
\]

whence \( \text{Im} F\gamma' = \text{Im} F\gamma \). Combining with Equations (4.8), (4.9), and (4.10) proves the theorem.

5. The \((d + 2)\)-angulated index

This section Proves Theorem C from the introduction (= Theorem 5.9).
Setup 5.1. In Sections 5 and 6 the following is fixed: Setup 1.1 still applies; in particular, we still have a triangulated category $\mathcal{C}$, an integer $n \geq 2$, and an $n$-cluster tilting object $t \in \mathcal{C}$, and we write $\mathcal{T} = \text{add}(t)$. Moreover, $n$ is assumed to be even, we write $n = 2d$, and:

1. There is a $d$-cluster tilting subcategory $\mathcal{I} \subseteq \mathcal{C}$, which satisfies $\Sigma^d \mathcal{I} = \mathcal{I}$.
2. $t \in \mathcal{I}$.

Remark 5.2. Setup 5.1 implies:

1. $\mathcal{I}$ has a “standard” structure as $(d + 2)$-angulated category by [8, thm. 1], with $d$-suspension functor $\Sigma^d$, the restriction to $\mathcal{I}$ of the $d$’th power of the suspension functor $\Sigma$ of $\mathcal{C}$.
2. $t \in \mathcal{I}$ is an Oppermann–Thomas cluster tilting object by [18, thm. 5.26].

We recall the definition of Oppermann–Thomas cluster tilting objects from [18, def. 5.3].

Definition 5.3. An object $t \in \mathcal{I}$ is an Oppermann–Thomas cluster tilting object if it satisfies the following:

1. $\mathcal{I}(t, \Sigma^d t) = 0$.
2. For each $s \in \mathcal{I}$ there is a $(d + 2)$-angle $t_d \to \cdots \to t_0 \to s \to \Sigma^d t_d$ in $\mathcal{I}$ with $t_i \in \text{add}(t)$.

Remark 5.4. Recall index $\text{index}_\mathcal{I}(s)$ from Definition B in the introduction. Let us show that it is well-defined and depends only on the isomorphism class of $s \in \mathcal{I}$: The $(d + 2)$-angle (0.6) in Definition B exists by Definition 5.3(ii). That definition does not include the condition that the $\tau_i$ are in the radical of $\mathcal{I}$, but this can be achieved by dropping trivial summands from the $\tau_i$. Moreover, (0.6) is unique up to isomorphism: First note that $t_0 \to s$ is unique up to isomorphism because it is a $\mathcal{T}$-cover by [5, lem. 3.12(a)], then apply [18, lem. 5.18(2)], which is valid under the assumptions we have made on $\mathcal{I}$.

Proposition 5.5. If $s \in \mathcal{I}$ then $\text{index}_{\mathcal{I}}(s) = \text{index}_{\mathcal{F}}(s)$.

Proof. For $s \in \mathcal{I}$, consider the $(d + 2)$-angle (0.6) from Definition B. By [8, thm. 1] it gives a tower of triangles in $\mathcal{C}$,

$$
t_{d-1} \to t_{d-2} \to \cdots \to t_0 \to s \to \Sigma^d t_d \to \cdots \to t_1 \to t_0,
$$

with $t_i \in \mathcal{T}$. Lemma 5.6 below implies

$$
\text{index}_{\mathcal{I}}(s) = \sum_{i=0}^{d} (-1)^i \text{index}_{\mathcal{I}}(t_i),
$$

which by Lemma 3.4 reads

$$
\text{index}_{\mathcal{I}}(s) = \sum_{i=0}^{d} (-1)^i |t_i|.
$$

Combining with Definition B proves the proposition.

Lemma 5.6. Consider a tower of triangles in $\mathcal{C}$,

$$
c_d \to c_{d-1} \to \cdots \to c_2 \to c_1 \to \cdots \to c_{d+1} \to c_d,
$$

with $c_i \in \mathcal{T}$. Lemma 5.6 below implies

$$
\text{index}_{\mathcal{I}}(s) = \sum_{i=0}^{d} (-1)^i |t_i|,
$$

which by Lemma 3.4 reads

$$
\text{index}_{\mathcal{I}}(s) = \sum_{i=0}^{d} (-1)^i |t_i|.
$$

Combining with Definition B proves the proposition.

□
If \( c_{d+1} \in \mathcal{T} \) and \( c_i \in \mathcal{I} \) for \( 2 \leq i \leq d \), then
\[
\sum_{i=0}^{d+1} (-1)^i \text{index}_\mathcal{I}(c_i) = 0.
\]

**Proof.** Writing \( v_{d+0.5} = c_{d+1} \) and \( v_{0.5} = c_0 \), the triangles in the tower are
\[
v_{i+0.5} \to c_i \to v_{i-0.5} \overset{\gamma_i}{\to} \Sigma v_{i+0.5} \text{ for } 1 \leq i \leq d.
\]
(5.1)
We claim that it is enough to prove
\[
F(\Sigma v_{i+0.5}) = 0 \text{ for } 1 \leq i \leq d.
\]
(5.2)
Namely, Equation (5.2) implies \( F \gamma_i = 0 \) for \( 1 \leq i \leq d \) whence Lemma 3.7 applied to the triangles (5.1) gives
\[
\text{index}_\mathcal{I}(c_i) = \text{index}_\mathcal{I}(v_{i+0.5}) + \text{index}_\mathcal{I}(v_{i-0.5}) \text{ for } 1 \leq i \leq d.
\]
The alternating sum of these equations gives the equation in the lemma.

To prove Equation (5.2), note that
\[
v_{d+0.5} = c_{d+1} \in \mathcal{T}.
\]
(5.3)
Starting with this, descending induction using the triangles (5.1) and \( c_i \in \mathcal{I} \) for \( 2 \leq i \leq d \) shows
\[
v_{i+0.5} \in \mathcal{I} \ast \ldots \ast \Sigma^{d-i-1} \mathcal{I} \ast \Sigma^{d-i} \mathcal{I} \text{ for } 1 \leq i \leq d-1.
\]
(5.4)
Equation (5.3) implies
\[
F(\Sigma v_{d+0.5}) = 0
\]
(5.5)
by Lemma 2.2. Equation (5.4) implies
\[
F(\Sigma v_{i+0.5}) = 0 \text{ for } 1 \leq i \leq d-1,
\]
(5.6)
because \( F(-) = \mathcal{C}(t,-) \) vanishes on each of
\[
\Sigma \mathcal{I}, \ldots, \Sigma^{d-i} \mathcal{I}, \Sigma^{d+i-1} \mathcal{I} \text{ for } 1 \leq i \leq d-1
\]
since \( t \in \mathcal{T} \subseteq \mathcal{I} \) while \( \mathcal{I} \subseteq \mathcal{C} \) is \( d \)-cluster tilting and \( \mathcal{T} \subseteq \mathcal{C} \) is \( 2d \)-cluster tilting. Equations (5.5) and (5.6) prove Equation (5.2).

**Lemma 5.7.** If \( s \in \mathcal{I} \) and \( 0 \leq i \leq d-1 \) is an integer, then \( \text{index}_\mathcal{I}(\Sigma^i s) = (-1)^i \text{index}_\mathcal{I}(s) \).

**Proof.** For each integer \( i \) there is a triangle \( \Sigma^i s \to 0 \to \Sigma^{i+1}s \overset{\text{id}}{\to} \Sigma^{i+1}s \) in \( \mathcal{C} \). If \( 0 \leq i \leq d-2 \) then \( F(\Sigma^{i+1}s) = \mathcal{C}(t,\Sigma^{i+1}s) = 0 \) because \( t \in \mathcal{T} \subseteq \mathcal{I} \) while \( \mathcal{I} \subseteq \mathcal{C} \) is \( d \)-cluster tilting. In particular, \( F(\text{id}) = 0 \) so Lemma 3.7 implies \( \text{index}_\mathcal{I}(\Sigma^{i+1}s) = - \text{index}_\mathcal{I}(\Sigma^i s) \), which gives the lemma.

The following result does not rely on Setups 1.1 and 5.1. It holds if \( \mathcal{C} \) is an arbitrary triangulated category.

**Lemma 5.8.** Let \( m \geq 1 \) be an integer and consider a tower of triangles in \( \mathcal{C} \),
\[
\begin{align*}
  & c_m \longrightarrow c_{m-1} \longrightarrow \cdots \longrightarrow c_2 \longrightarrow c_1 \\
  & c_{m+1} \overset{\gamma_{m-0.5}}{\longrightarrow} v_{m-0.5} \overset{\gamma_{m-1.5}}{\longrightarrow} v_{m-1.5} \cdots v_{2.5} \overset{\gamma_{1.5}}{\longrightarrow} v_{1.5} \overset{\gamma_{0.5}}{\longrightarrow} v_0.
\end{align*}
\]
Set
\[
\gamma = \Sigma^{m-1}(\gamma_{m-0.5}) \circ \Sigma^{m-2}(\gamma_{m-1.5}) \circ \cdots \circ \Sigma(\gamma_{1.5}) \circ \gamma_{0.5}
\]
and consider a triangle in \( \mathcal{C} \),
\[
\Sigma^{m-1} c_{m+1} \to y \to c_0 \overset{\gamma}{\to} \Sigma^m c_{m+1}.
\]
If $m = 1$ then $y \cong c_1$. If $m \geq 2$ then there is a tower of triangles in $\mathcal{C}$,

\[
\begin{array}{c}
\begin{array}{c}
\xrightarrow{c_{m-1}} \xrightarrow{c_{m-2}} \cdots \xrightarrow{c_2} \xrightarrow{c_1} \\
\xleftarrow{c_m} \xleftarrow{w_{m-1.5}} \xleftarrow{w_{m-2.5}} \cdots \xleftarrow{w_{2.5}} \xleftarrow{w_{1.5}} \xleftarrow{y} \\
\end{array}
\end{array}
\]  \hspace{1cm} (5.8)

Proof. If $m = 1$ then the tower (5.7) is a single triangle $c_2 \to c_1 \to c_0 \xrightarrow{\gamma_{0.5}} \Sigma c_2$, and there are no objects $v_*$. Since $\gamma = \gamma_{0.5}$, part (i) follows.

If $m = 2$ then the tower (5.7) is

\[
\begin{array}{c}
\begin{array}{c}
\xrightarrow{c_2} \xrightarrow{c_1} \xrightarrow{c_0} \\
\xleftarrow{c_3} \xleftarrow{v_{1.5}} \xleftarrow{v_{0.5}} \xleftarrow{c_0} \\
\end{array}
\end{array}
\]  \hspace{1cm}

We have $\gamma = \Sigma(\gamma_{1.5}) \circ \gamma_{0.5}$, so the octahedral axiom gives the following diagram where each row and column is a triangle.

\[
\begin{array}{c}
\begin{array}{c}
\xrightarrow{c_2} \xrightarrow{c_1} \xrightarrow{0} \xrightarrow{\Sigma c_2} \\
\xleftarrow{v_{1.5}} \xleftarrow{c_1} \xleftarrow{c_0} \xleftarrow{\gamma_{0.5} \Sigma v_{1.5}} \\
\xleftarrow{\Sigma c_3} \xleftarrow{y} \xleftarrow{c_0} \xleftarrow{\gamma \Sigma^2 c_3} \\
\xleftarrow{\Sigma c_2} \xleftarrow{\Sigma c_2} \xrightarrow{0} \xrightarrow{\Sigma^2 c_2} \\
\end{array}
\end{array}
\]  \hspace{1cm}

The second column, $c_2 \to c_1 \to y \to \Sigma c_2$, gives the single triangle in the tower (5.8), and there are no objects $w_*$.  

If $m \geq 3$ and the tower (5.7) are given, then consider the truncated tower

\[
\begin{array}{c}
\begin{array}{c}
\xrightarrow{c_m} \xrightarrow{c_{m-1}} \cdots \xrightarrow{c_3} \xrightarrow{c_2} \\
\xleftarrow{c_{m+1}} \xleftarrow{\gamma_{m-0.5} v_{m-0.5}} \xleftarrow{\gamma_{m-1.5} v_{m-1.5}} \cdots \xleftarrow{v_{2.5}} \xleftarrow{\gamma_{1.5} v_{1.5}} \\
\end{array}
\end{array}
\]  \hspace{1cm}

Set $\gamma' = \Sigma^{m-2}(\gamma_{m-0.5}) \circ \Sigma^{m-3}(\gamma_{m-1.5}) \circ \cdots \circ \Sigma(\gamma_{2.5}) \circ \gamma_{1.5}$ and consider a triangle in $\mathcal{C}$,

$$
\Sigma^{m-2} c_{m+1} \to y' \to v_{1.5} \xrightarrow{\gamma'} \Sigma^{m-1} c_{m+1}.
$$

By induction, there is a tower

\[
\begin{array}{c}
\begin{array}{c}
\xrightarrow{c_{m-1}} \xrightarrow{c_{m-2}} \cdots \xrightarrow{c_3} \xrightarrow{c_2} \\
\xleftarrow{c_m} \xleftarrow{w_{m-1.5}} \xleftarrow{w_{m-2.5}} \cdots \xleftarrow{w_{2.5}} \xleftarrow{w_{1.5}} \xleftarrow{y'} \\
\end{array}
\end{array}
\]  \hspace{1cm} (5.9)
We have $\gamma = \Sigma(\gamma') \circ \gamma_{0.5}$, so the octahedral axiom gives the following diagram where each row and column is a triangle.

\[
\begin{array}{c c c c}
    y' & y' & 0 & \Sigma y' \\
    \downarrow & \downarrow & \downarrow & \downarrow \\
    v_{1.5} & c_1 & c_0 & \Sigma v_{1.5} \quad \Sigma(\gamma') \\
    \downarrow & \downarrow & \downarrow & \downarrow \\
    \Sigma^{m-1} c_{m+1} & y & c_0 & \Sigma^m c_{m+1} \\
    \downarrow & \downarrow & \downarrow & \downarrow \\
    \Sigma y' & \Sigma y' & 0 & \Sigma^2 y' \\
\end{array}
\]

The second column, $y' \to c_1 \to y \to \Sigma y'$, can be concatenated with the tower (5.9), giving the tower (5.8) with $w_{1.5} = y'$.

\[\\square\]

The following is Theorem C from the introduction.

**Theorem 5.9.**

(i) If

\[s_{d+1} \to \cdots \to s_0 \xrightarrow{\gamma} \Sigma^d s_{d+1}\]  

is a $(d+2)$-angle in $\mathcal{S}$, then

\[
\sum_{i=0}^{d+1} (-1)^i \text{index}_\mathcal{S}(s_i) = \theta([\text{Im } F \gamma]).
\]

(ii) The property in part (i) determines the homomorphism $\theta : K_0(\mod \Gamma) \to K^p_0(\mathcal{S})$ of abelian groups.

**Proof.** (i): If $d = 1$ then $\mathcal{S} = \mathcal{C}$ and Proposition 5.5 says $\text{index}_\mathcal{C} = \text{index}_\mathcal{S}$, so part (i) of the theorem reduces to Theorem 4.4.

Assume $d \geq 2$. By [8, thm. 1], the $(d+2)$-angle (5.10) gives a tower of triangles in $\mathcal{C}$,

\[
\begin{array}{c c c c}
    s_d & \cdots & s_2 & s_1 \\
    \downarrow & \downarrow & \downarrow & \downarrow \\
    s_{d+1} & \cdots & s_{d-1} & s_0 \\
    \downarrow & \downarrow & \downarrow & \downarrow \\
    \gamma_{d-0.5} & \gamma_{d-1.5} & \gamma_{d-1.5} & \gamma_{1.5} \\
\end{array}
\]

with

\[
\gamma = \Sigma^{d-1}(\gamma_{d-0.5}) \circ \Sigma^{d-2}(\gamma_{d-1.5}) \circ \cdots \circ (\gamma_{1.5}) \circ \gamma_{0.5}.
\]

By Lemma 5.8 there is a triangle in $\mathcal{C}$,

\[
\Sigma^{d-1} s_{d+1} \to y \to s_0 \xrightarrow{\gamma} \Sigma^d s_{d+1},
\]

and a tower of triangles in $\mathcal{C}$,

\[
\begin{array}{c c c c}
    s_{d+1} & \cdots & s_{d-1} & s_0 \\
    \downarrow & \downarrow & \downarrow & \downarrow \\
    s_d & \cdots & s_{d-2} & s_1 \\
    \downarrow & \downarrow & \downarrow & \downarrow \\
    w_{d-0.5} & \cdots & w_{d-2.5} & y \\
\end{array}
\]

By Theorem 4.4, the triangle (5.11) gives

\[
\text{index}_\mathcal{S}(y) = \text{index}_\mathcal{S}(\Sigma^{d-1} s_{d+1}) + \text{index}_\mathcal{S}(s_0) - \theta([\text{Im } F \gamma]),
\]

\[\\square\]
which by Lemma 5.7 reads
\[ \text{index}_\mathcal{T}(y) = (-1)^{d-1} \text{index}_\mathcal{T}(s_{d+1}) + \text{index}_\mathcal{T}(s_0) - \theta(\text{Im} F\gamma). \]

By Lemma 5.6, the tower (5.12) gives
\[ \text{index}_\mathcal{T}(y) + \sum_{i=1}^{d} (-1)^i \text{index}_\mathcal{T}(s_i) = 0. \]

Note that the condition \( c_{d+1} \in \mathcal{T} \) in Lemma 5.6 is satisfied because we have to set \( c_{d+1} = 0 \). Combining the last two displayed equations gives
\[ \sum_{i=0}^{d+1} (-1)^i \text{index}_\mathcal{T}(s_i) = \theta([\text{Im} F\gamma]). \]

Applying Proposition 5.5 completes the proof of part (i).

(ii): Recall the notion of dualizing \( k \)-variety, see [2, p. 307]. By [2, p. 307] the category \( \mathcal{T} = \text{add}(t) \) is a dualizing \( k \)-variety because it is equivalent to the category of finitely generated right modules over \( \Gamma = \text{End}_k(t) \). Hence \( \mathcal{T} \) has right and left almost split morphisms by [14, prop. 2.10(2)].

Let \( s_0 \) be an indecomposable summand of \( t \). A right almost split morphism \( s_1 \to s_0 \) in \( \mathcal{T} \) is part of a \((d + 2)\)-angle (5.10) in \( \mathcal{T} \) by [8, def. 2.1(F1)(c) and (F2)]. The functor \( F \) sends (5.10) to a long exact sequence by [8, rmks. 2.2(c) and prop. 2.5(a)], so in particular \( \text{Im} F\gamma \cong S(s_0) \) is the simple \( \Gamma \)-right module corresponding to \( s_0 \). Part (i) hence says
\[ \theta([S(s_0)]) = \sum_{i=0}^{d+1} (-1)^i \text{index}_\mathcal{T}(s_i). \]

This implies part (ii) because the classes \([S(s_0)]\) generate the abelian group \( K_0(\text{mod} \Gamma) \), since each simple \( \Gamma \)-right module has the form \( S(s_0) \) for some indecomposable summand \( s_0 \) of \( t \).

\[ \square \]

6. TROPICAL FRIEZES ON \((d + 2)\)-ANGULATED CATEGORIES

This section proves Theorem D from the introduction (= Theorem 6.2). Recall that \( \mathcal{T} \) is said to be 2\( d \)-Calabi–Yau if there are natural isomorphisms \( \mathcal{T}(s, s') \cong D\mathcal{T}(s', (\Sigma^d)^2 s) \) for \( s, s' \in \mathcal{T} \).

**Lemma 6.1.** Assume that \( \mathcal{T} \) is 2\( d \)-Calabi–Yau. Let \( s_0, s_{d+1} \in \text{ind} \mathcal{T} \) be an exchange pair with ensuing \((d + 2)\)-angles (0.3) and (0.4); see Section (0.3). Then \( F\gamma_0 = 0 \) or \( F\gamma_{d+1} = 0 \).

**Proof.** Suppose \( F\gamma_0 \neq 0 \), that is \( \mathcal{T}(t, \gamma_0) \neq 0 \). Then we can pick a morphism \( t \xrightarrow{\gamma_0} s_0 \xrightarrow{\gamma_{d+1}} \Sigma^d s_{d+1} \) is non-zero. It follows that the induced homomorphism
\[ \mathcal{T}(\Sigma^d s_0, \Sigma^d s_{d+1}) \xrightarrow{(\Sigma^d \pi)_*} \mathcal{T}(\Sigma^d t, \Sigma^d s_{d+1}) \]
is non-zero. Hence the lower horizontal homomorphism is non-zero in the commutative square
\[ \begin{array}{ccc}
\mathcal{T}(s_{d+1}, \Sigma^d t) & \xrightarrow{(\Sigma^d \pi)_*} & \mathcal{T}(s_{d+1}, \Sigma^d s_0) \\
\uparrow \text{?} & & \uparrow \text{?} \\
D\mathcal{T}(\Sigma^d t, \Sigma^d s_{d+1}) & \xrightarrow{D((\Sigma^d \pi)_*)} & D\mathcal{T}(\Sigma^d s_0, \Sigma^d s_{d+1})
\end{array} \]
which exists since \( \mathcal{T} \) is 2\( d \)-Calabi–Yau. This implies that the upper horizontal homomorphism is non-zero, hence surjective since the target has dimension 1 over \( k \) by assumption. So there exists a morphism \( s_{d+1} \xrightarrow{\gamma_{d+1}} \Sigma^d t \) such that \( \gamma_{d+1} = (\Sigma^d \pi)_*(\rho) \), that is, \( s_{d+1} \xrightarrow{\gamma_{d+1}} \Sigma^d s_0 \) has been factored as...
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$s_{d+1} \xrightarrow{\rho} \sum^d t \xrightarrow{\sum^d t} \sum^d s_0$. Then each composition $t \rightarrow s_{d+1} \xrightarrow{\gamma_{d+1}} \sum^d s_0$ is zero because $C(t, \Sigma^d t) = 0$, so $C(t, \gamma_{d+1}) = 0$, that is, $F \gamma_{d+1} = 0$.

The following is Theorem D from the introduction.

**Theorem 6.2.** Assume that $\mathcal{S}$ is $2d$-Calabi–Yau and that $d$ is odd, and let $\varphi : K^0(\mathcal{S}) \to \mathbb{Z}$ be a homomorphism of abelian groups. The composition

$$
\varphi \circ \text{index}_{\mathcal{S}} \circ : \text{obj} \mathcal{S} \to \mathbb{Z}
$$

is a tropical frieze if $\varphi$ satisfies

$$
\varphi(\{M\}) \geq 0 \text{ for each } M \in \text{mod}(\Gamma).
$$

**Proof.** It is clear that $f = \varphi \circ \text{index}_{\mathcal{S}}$ is constant on isomorphism classes and satisfies $f(s \oplus s') = f(s) + f(s')$. Let $s_0, s_{d+1} \in \text{ind} \mathcal{S}$ be an exchange pair with ensuing $(d + 2)$-angles (0.3) and (0.4), and set

$$
S = f(s_0) + (-1)^{d+1} f(s_{d+1}), \quad X = \sum_{i=1}^d (-1)^i f(x_i), \quad Y = \sum_{i=1}^d (-1)^{i+1} f(y_i)
$$

whence the theorem amounts to

$$
S = \max\{X, Y\}.
$$

(6.2)

Set

$$
C_0 = \varphi \theta([\text{Im } F_{\gamma_0}]), \quad C_{d+1} = \varphi \theta([\text{Im } F_{\gamma_{d+1}}])
$$

and observe that

$$
C_0, C_{d+1} \geq 0 \text{ by Equation (6.1)},
$$

$$
C_0 = 0 \text{ or } C_{d+1} = 0 \text{ by Lemma 6.1}. \quad (6.3)
$$

We have

$$
f(s_0) + \sum_{i=1}^d (-1)^i f(x_i) + (-1)^{d+1} f(s_{d+1})
$$

$$
= \varphi \left( \text{index}_{\mathcal{S}}(s_0) + \sum_{i=1}^d (-1)^i \text{index}_{\mathcal{S}}(x_i) + (-1)^{d+1} \text{index}_{\mathcal{S}}(s_{d+1}) \right)
$$

$$
= \varphi \theta([\text{Im } F_{\gamma_0}]),
$$

where (a) is by Theorem 5.9 applied to the $(d + 2)$-angle (0.3). In the above notation, this means

$$
S = X + C_0.
$$

A similar computation with the $(d + 2)$-angle (0.4) shows

$$
S = Y - (-1)^d C_{d+1}.
$$

Since $d$ is odd, Equation (6.2) is now an elementary consequence of the last two displayed equations combined with Equations (6.3) and (6.4). \qed
7. An example of a tropical frieze on a 5-angulated category

This section shows an example of a 5-angulated category $\mathcal{S}$ and some tropical friezes on $\mathcal{S}$ arising from Theorem D. One of the friezes is shown in Figure 3 in the introduction.

Let $Q$ be the quiver $4 \rightarrow 3 \rightarrow 2 \rightarrow 1$, and let $\text{rad}$ be the radical of the path algebra $kQ$. The algebra $\Phi = kQ/\text{rad}^2$ is 3-representation finite in the sense of [12, def. 2.2], and the unique 3-cluster tilting subcategory of $\text{mod}(\Phi)$ is

$$\mathcal{T} = \text{add}(\Phi \oplus \text{D}\Phi),$$

see [12, prop. 2.3] and [21, thm. 3]. There is an associated 5-angulated higher dimensional cluster category $\mathcal{S}$ with AR quiver shown in Figure 4, see [18, sec. 5] or Section (0.2). There is an inclusion $\mathcal{T} \subseteq \mathcal{S}$ by [18, thm. 5.2], and

$$t = \Phi$$

is an Oppermann–Thomas cluster tilting object of $\mathcal{S}$ by [18, thm. 5.5]. We set $\mathcal{T} = \text{add}(t)$.

The theory of this paper applies to $\mathcal{S}$ and $\mathcal{T}$ with $d = 3$, because there is a triangulated category $\mathcal{C}$ such that Setups 1.1 and 5.1 are satisfied, see [18, thm. 5.25]. Indeed, $\mathcal{C}$ is the 6-Calabi–Yau Amiot cluster category defined as the triangulated hull of the orbit category $\mathcal{D}^b(\text{mod} \Phi)/(S\Sigma^{-6})$ where $S$ is the Serre functor, see [1, sec. 4.1], [13, sec. 2.1], and [18, sec. 5.1.2].

We recall some properties of $\Phi$, $\mathcal{S}$, and $t$.

(7.1). The algebra $\Phi$. For $1 \leq i \leq 4$, the simple $\Phi$-right module at vertex $i$ will be denoted $S(i)$. Its projective cover and injective envelope are $P(i) = e_i \Phi$ and $I(i) = \text{D}(\Phi e_i)$, where $e_i$ is the idempotent at $i$. The corresponding representations of $Q$ are the following.

<table>
<thead>
<tr>
<th>Indecomposable projective</th>
<th>Representation</th>
<th>Indecomposable injective</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(1)$</td>
<td>$0 \rightarrow 0 \rightarrow 0 \rightarrow k$</td>
<td></td>
</tr>
<tr>
<td>$P(2)$</td>
<td>$0 \rightarrow 0 \rightarrow k \rightarrow k$</td>
<td></td>
</tr>
<tr>
<td>$P(3)$</td>
<td>$0 \rightarrow k \rightarrow k \rightarrow 0$</td>
<td></td>
</tr>
<tr>
<td>$P(4)$</td>
<td>$k \rightarrow k \rightarrow 0 \rightarrow 0$</td>
<td></td>
</tr>
<tr>
<td>$\Sigma^3 P(1)$</td>
<td></td>
<td>$I(1)$</td>
</tr>
<tr>
<td>$\Sigma^3 P(2)$</td>
<td></td>
<td>$I(2)$</td>
</tr>
<tr>
<td>$\Sigma^3 P(4)$</td>
<td></td>
<td>$I(3)$</td>
</tr>
<tr>
<td>$\Sigma^3 P(3)$</td>
<td></td>
<td>$I(4)$</td>
</tr>
</tbody>
</table>
The only indecomposable injective right module which is not projective is \( I(4) \), so \( \text{ind} \mathcal{F} = \{P(1), P(2), P(3), P(4), I(4)\} \).

(7.2). **The 5-angulated category \( \mathcal{J} \).** The category \( \mathcal{J} \) is 6-Calabi-Yau by [18, thm. 5.2].

Let \( \mathcal{P} = \text{add}(\Phi) \) denote the projective modules in \( \text{mod}(\Phi) \). The indecomposable objects of \( \mathcal{J} \) are \( \text{ind} \mathcal{J} = \text{ind} \mathcal{F} \cup \text{ind} \Sigma^3 \mathcal{P} \) by [18, thm. 5.2(1)], that is
\[
\text{ind} \mathcal{J} = \{P(1), P(2), P(3), P(4), I(4), \Sigma^3 P(1), \Sigma^3 P(2), \Sigma^3 P(3), \Sigma^3 P(4)\}.
\]

The morphisms in \( \mathcal{J} \) are described in [18, thm. 5.3(3)]. This permits us to compute the AR quiver of \( \mathcal{J} \), which is shown in Figure 4. We get that for \( s, s' \in \text{ind} \mathcal{J} \),
\[
\mathcal{J}(s, s') = \begin{cases} 
k & \text{if there is a arrow } s \to s' \text{ in the AR quiver}, 
o & \text{otherwise.}
\end{cases}
\]

(7.1)

The action of \( \Sigma^3 \) on indecomposable objects is given by moving 4 steps clockwise in the quiver.

Each 3-extension in \( \mathcal{F} \) induces a 5-angle in \( \mathcal{J} \) by [18, exa. 5.17]. In particular, the non-trivial 3-extension \( 0 \to P(1) \to P(2) \to P(3) \to P(4) \to I(4) \to 0 \) in \( \mathcal{F} \) induces a 5-angle
\[
P(1) \to P(2) \to P(3) \to P(4) \to I(4) \to \Sigma^3 P(1)
\]

(7.2) in \( \mathcal{J} \) where \( I(4) \to \Sigma^3 P(1) \) is non-zero. By “rotation” of this, in the sense of [8, def. 2.1(F2)], we get that if \( s_4, \ldots, s_0 \) are consecutive objects in the AR quiver of \( \mathcal{J} \), then there is a 5-angle in \( \mathcal{J} \),
\[
s_4 \to s_3 \to s_2 \to s_1 \to s_0 \xrightarrow{\gamma} \Sigma^3 s_4,
\]

(7.3) with \( \gamma \neq 0 \). Note that in particular, \( s_0 \) and \( s_4 \) are an exchange pair.

(7.3). **The Oppermann–Thomas cluster tilting object \( t \).** The object \( t = \Phi \) of \( \mathcal{J} \) is in \( \mathcal{F} \), so the endomorphism algebra is
\[
\Gamma = \text{End}_{\mathcal{J}}(t) \cong \text{End}_{\mathcal{F}}(\Phi) \cong \Phi.
\]

Hence \( F(-) = \mathcal{J}(t, -) \) is a functor
\[
F : \mathcal{J} \to \text{mod}(\Phi).
\]

We proceed to apply the theory of Sections 5 and 6 to \( \mathcal{J} \) and \( \mathcal{F} \).

(7.4). **The \((d + 2)\)-angulated index with respect to \( t \).** The 5-angle (7.2) shows \( \text{index}_{\mathcal{J}}(I(4)) = -P(1) + P(2) - P(3) + P(4) \) (we omit square brackets in elements of \( K_0^\text{sp}(\mathcal{F}) \) for readability). The indices of the remaining indecomposable objects of \( \mathcal{J} \) can be computed using Lemma 3.4 and Proposition 5.5, and we get the following.

<table>
<thead>
<tr>
<th>( s )</th>
<th>( \text{index}_{\mathcal{J}}(s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(1) )</td>
<td>( P(1) )</td>
</tr>
<tr>
<td>( P(2) )</td>
<td>( P(2) )</td>
</tr>
<tr>
<td>( P(3) )</td>
<td>( P(3) )</td>
</tr>
<tr>
<td>( P(4) )</td>
<td>( P(4) )</td>
</tr>
<tr>
<td>( I(4) )</td>
<td>( -P(1) + P(2) - P(3) + P(4) )</td>
</tr>
<tr>
<td>( \Sigma^3 P(1) )</td>
<td>( -P(1) )</td>
</tr>
<tr>
<td>( \Sigma^3 P(2) )</td>
<td>( -P(2) )</td>
</tr>
<tr>
<td>( \Sigma^3 P(3) )</td>
<td>( -P(3) )</td>
</tr>
<tr>
<td>( \Sigma^3 P(4) )</td>
<td>( -P(4) )</td>
</tr>
</tbody>
</table>
(7.5). The map \( \theta \). The following table lists some of the 5-angles (7.3). In each case, the last object is indeed \( \Sigma^3 \) of the first, as one can check using that the action of \( \Sigma^3 \) is given by moving 4 steps clockwise in the AR quiver of \( \mathcal{S} \). For each 5-angle we can compute \( \text{Im} \, F_\gamma \) using Equation (7.1). We can also compute \( \theta([\text{Im} \, F_\gamma]) \) by using that it is equal to \( \sum_{i=0}^{4} (-1)^i \text{index}_\mathcal{S}(s_i) \) by Theorem 5.9; this sum can be evaluated using Section (7.4).

<table>
<thead>
<tr>
<th>( \Sigma^3 )P(1) ( \rightarrow ) ( \Sigma^3 )P(2) ( \rightarrow ) ( \Sigma^3 )P(3) ( \rightarrow ) ( \Sigma^3 )P(4) ( \rightarrow ) P(1) ( \rightarrow ) P(2)</th>
<th>( \text{Im} , F_\gamma )</th>
<th>( \theta([\text{Im} , F_\gamma]) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Sigma^3 )P(1) ( \rightarrow ) ( \Sigma^3 )P(2) ( \rightarrow ) ( \Sigma^3 )P(3) ( \rightarrow ) ( \Sigma^3 )P(4) ( \rightarrow ) P(1) ( \rightarrow ) P(2)</td>
<td>S(1)</td>
<td>P(2) - P(3) + P(4)</td>
</tr>
<tr>
<td>( \Sigma^3 )P(2) ( \rightarrow ) ( \Sigma^3 )P(3) ( \rightarrow ) ( \Sigma^3 )P(4) ( \rightarrow ) P(1) ( \rightarrow ) P(2)</td>
<td>S(2)</td>
<td>-P(1) + P(3) - P(4)</td>
</tr>
<tr>
<td>( \Sigma^3 )P(3) ( \rightarrow ) ( \Sigma^3 )P(4) ( \rightarrow ) P(1) ( \rightarrow ) P(2)</td>
<td>S(3)</td>
<td>P(1) - P(2) + P(4)</td>
</tr>
<tr>
<td>( \Sigma^3 )P(4) ( \rightarrow ) P(1) ( \rightarrow ) P(2)</td>
<td>S(4)</td>
<td>-P(1) + P(2) - P(3)</td>
</tr>
</tbody>
</table>

This table determines the map \( \theta \).

(7.6). Tropical friezes on \( \mathcal{S} \). Let \( f : \text{obj} \, \mathcal{S} \rightarrow \mathbb{Z} \) be a tropical frieze. As mentioned in Section (0.3), this means that if \( s_4, \ldots, s_0 \) are consecutive objects in the AR quiver of \( \mathcal{S} \) (denoted \( a, b, c, d, e \) in Section (0.3)), then

\[
f(s_0) + f(s_4) = \max\{ f(s_1) - f(s_2) + f(s_3), 0 \}.
\]

(7.4)

To show this, note that by Section (7.2) the objects \( s_0 \) and \( s_4 \) are an exchange pair in \( \mathcal{S} \), and there is a 5-angle (7.3) in \( \mathcal{S} \). Moreover, \( s_4, \ldots, s_0 \) occur in an anticlockwise order in the AR quiver of \( \mathcal{S} \), so there are four clockwise steps from \( s_0 \) to \( s_4 \) whence \( \Sigma^3 s_0 \cong s_4 \). This gives a trivial 5-angle in \( \mathcal{S} \),

\[
s_0 \rightarrow 0 \rightarrow 0 \rightarrow s_4 \rightarrow \Sigma s_0.
\]

Equation (7.4) now follows from Definition A.

(7.7). The tropical frieze \( \varphi \circ \text{index}_\mathcal{S} \). Let \( \varphi : K^a_0(\mathcal{S}) \rightarrow \mathbb{Z} \) be a homomorphism of abelian groups defined as follows.

<table>
<thead>
<tr>
<th>( x )</th>
<th>( \varphi(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(1)</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>P(2)</td>
<td>( \beta )</td>
</tr>
<tr>
<td>P(3)</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>P(4)</td>
<td>( \delta )</td>
</tr>
</tbody>
</table>

The composition \( \varphi \circ \text{index}_\mathcal{S} : \text{obj} \, \mathcal{S} \rightarrow \mathbb{Z} \) can be computed using the table in Section (7.4). Its values on the AR quiver of \( \mathcal{S} \) are shown in Figure 5. It is a tropical frieze by Theorem 6.2 if

\[
\varphi \theta([M]) \geq 0 \text{ for each } M \in \text{mod}(\Gamma).
\]

(7.5)

This is equivalent to \( \varphi \) being non-negative on each of the elements in the last column of the table in Section (7.5), which is again equivalent to

\[
\begin{align*}
\beta - \gamma + \delta & \geq 0, \\
-\alpha + \gamma - \delta & \geq 0, \\
\alpha - \beta + \delta & \geq 0, \\
-\alpha + \beta - \gamma & \geq 0.
\end{align*}
\]

(7.6)

This system has solutions, for instance \( (\alpha, \beta, \gamma, \delta) = (-17, -8, 2, 19) \), which gives the tropical frieze shown in Figure 3 in the introduction.
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Figure 5. The AR quiver of $\mathcal{S}$ with the values of the tropical frieze $\varphi \circ \text{index}_G$. The integers $\alpha, \beta, \gamma, \delta$ must satisfy the inequalities (7.6).
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