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Abstract—Transient computing enables application execution to be performed despite power outages. Although it handles the non-deterministic nature of energy harvesting (EH), sensor systems envisioned by the IoT seek more cost- and volume-effective solutions, which are better tailored to application requirements. Additionally, a major drawback of transient computing, keeping track of time, hinders its widespread adoption in the IoT. To overcome these challenges, this paper proposes a control flow for sensor systems by combining two state-of-the-art transient computing schemes in an energy-aware manner, underpinned by a strategy for timekeeping. It enables application execution to be reliably performed even under the most severe EH conditions, with an improved cost and volume efficiency, i.e., smaller energy storage. Benefiting from the combination of the two schemes, dynamic adjustment of system performance is achieved, while the time is accurately tracked. To illustrate the applicability of this flow to actual sensor systems, two case studies: a bicycle trip computer and a step counter, are presented. Empirical results reveal that, even with a tiny amount of energy harvested (≈ tens of µJ), our proposed approach can meet application requirements with smaller storage, i.e., 40% and 66% reduction in required capacitance for the presented case studies.


I. INTRODUCTION

Emerging sensor systems in the IoT domain are mostly battery-powered, yielding a trade-off between lifetime and small form-factors. Thus, research has looked towards replacing batteries with energy harvesting (EH), which converts ambient sources into electricity [1]. Although EH provides infinite energy in theory, its output is highly-varying and intermittent, and thus may fail frequently. This can be rectified by a large energy storage, smoothing temporal dynamics of the source and load [2]. This is known as energy-neutral operation, which attempts to balance energy consumption against the harvested energy over a period of time [3]. However, this storage increases the system’s volume, weight, and cost, and takes longer to charge, which may delay the start-up.

A relatively new paradigm termed “transient computing” [4] enables computation to span power failures, whilst minimizing the need for large energy storage. Depending on the control strategy, transient computing offers task-based and reactive schemes (Sec. II) [5]. In task-based schemes, the application is divided into small tasks (e.g., sensing, processing, and transmission), each of which has to be completed within one power cycle [6]. The results of a completed task and a snapshot of the system state for the transition to the next task are saved into a non-volatile memory (NVM). In reactive schemes, however, the tasks are not required to be executed in one cycle as the entire system state is saved upon power failure [7]. This enables task execution to be split across consecutive power cycles, minimizing the storage size. However, they are not suitable for tasks disallowing power failures, i.e., the tasks that cannot be split, such as sensing and transmission, due to causing unreliability. Even though task-based schemes ensure higher reliability in task execution, they require energy storage to be sized for the most energy-consuming task.

Task-based and reactive schemes have been considered separately in the literature, and there is as yet no work focusing on concurrent utilization of them. This can provide significant benefits, such as preserved reliability as well as increased cost and volume efficiency, by enabling tasks to be split when possible. These benefits can be granted by incorporating the EH process into the application model, enabling task-based and reactive schemes to be combined in an energy-aware manner. Thus, application execution can be performed even under the most severe EH conditions by dynamically adjusting the system performance, i.e., quality-of-service (QoS), according to EH output. Furthermore, as the intermittent supply may incapacitate traditional time-keeping methods, e.g., real-time clock (RTC), the fundamental challenge of transient systems, i.e., keeping track of time, has to be tackled.

We address the above-mentioned requirements through a control flow that merges the benefits of task-based and reactive schemes in an energy-aware manner and provides a strategy for timekeeping. The key contributions are as follows:

- a novel methodology combining task-based and reactive schemes to enable transient systems to operate with minimal energy storage without compromising reliability (Sec. III);
- an energy-aware approach linking the application execution to energy availability, i.e., dynamic adjustment of the QoS depending on the harvested energy;
- a strategy for timekeeping, i.e., using either one or the combination of applicable mechanisms: time-intertwined sensing, capacitor decay, and/or wireless transmission, depending on application and event attributes;
- two case studies: a wireless bicycle trip computer and a step counter, revealing the applicability of the proposed control flow to actual sensor systems (Sec. IV & Sec. V).
II. RELATED WORKS

An EH sensor system adopting task-based operation is the wireless identification and sensing platform (WISP) [8], where devices energized by an RF source transmit their data back via backscattering. An RFID-based system called WISPCam [9], an EH wireless camera originated from WISP, is another example of this. Similarly, a UHF RFID chemical sensor array, proposed in [10], performs ambient sensing without a battery. These systems are triggered when the harvested energy is sufficient to complete the tasks with no interruptions.

Despite reducing the storage size compared to energy-neutral operation, task-based schemes may still require additional circuitry, such as MPPT and DC-to-DC converters [6], as the storage size is increased to complete the largest task. To cope with this issue, reactive schemes have been proposed, minimizing the storage size. Some are based on checkpoints inserted in the application program at compile-time, which check the input voltage to decide whether a snapshot has to be saved [7]. To avoid saving periodic snapshots, schemes that dynamically adapt the checkpoints in the application program, based on energy availability, have been developed [11], [12]. Alternatively, some [4], [13] monitor the input voltage and save a snapshot when it drops below a predefined threshold. However, with reactive schemes, the tasks that need to be completed without power interruptions, e.g., sensing and transmission, may fail making the sensor system unreliable.

In addition to above-mentioned challenges, an important functional requirement of the IoT applications is to have a sense of time for different purposes, e.g., to define whether a sampled parameter is still valid. Yet, tracking time with an RTC [14] is not an option for transiently-powered EH sensor systems due to the volatility of the source. Two methods have been proposed to address this issue [15]. TARDIS calculates the elapsed time based on SRAM decay; however, it is very inaccurate and power-hungry. CusTARD measures the time based on the discharge of a capacitor, whose size depends on the maximum time to be measured. This method is more accurate than TARDIS and requires simpler circuitry. Alternatively, sensor data by itself can provide a time reference, which is called time-intertwined sensing. For example, in [16] the duration of a bicycle trip is estimated by the division of sensing results, i.e., the traveled distance and the cycling speed.

In our previous studies [17], [16], we used event detection sensors, in which the EH source not only powers the system but also operates as a sensor, i.e., the system is powered by the parameter that is being sensed. [17] presents a step counter run by the energy harvested from human motion, where the energy presence indicates also that a step is taken. Similarly, [16] presents a bicycle trip computer, in which the energy harvested by the rotation of a wheel helps to estimate speed and distance while supplying the sensor system. However, these works did not adopt either a dedicated control flow adjusting the QoS based on the EH output or a timekeeping mechanism.

Therefore, this paper proposes a control flow for reliable application execution with the minimum storage possible by combining task-based and reactive schemes with a strategy for timekeeping. The next section elaborates on this flow.

III. PROPOSED CONTROL FLOW

Fig. 1 illustrates how tasks are performed depending on the EH process in different operational modes: (a) energy-neutral, (b) task-based, and (c) reactive schemes. As seen, moving from energy-neutral to task-based operation can considerably reduce the energy storage size. Reactive schemes, on the other hand, can make that storage even smaller (nearly zero) by enabling tasks to be split across consecutive power cycles. However, they cannot ensure forward progress in a reliable way, i.e., failed tasks as shown in Fig. 1(c). Considering these, we propose a control flow combining task-based and reactive schemes, Fig. 1(d), for reliable application execution, where the QoS is dynamically adjusted in an energy-aware manner with a minimum storage possible. It includes EH source profiling, adapts a strategy for timekeeping, and performs across three successive operational modes explained below.

A. EH Source Profiling

As the first step of the proposed control flow, the EH source is profiled to determine the size of the energy storage needed as well as to establish the optimal triggering strategy.

Fig. 2(a) shows a sensor system directly coupled with a small capacitor $C$, which starts operating immediately after the voltage on capacitor, $V_C$, exceeds the minimum operating voltage, $V_{min}$. This configuration is suitable for systems operated by a high-power EH source, meaning that the harvester is able to supply enough power to directly sustain the system’s operation. If the energy availability is due to the occurrence
of a particular event, it refers to an event-based triggering strategy. An example is a wind turbine, which usually supplies a large amount of energy but in short bursts.

The sensor system in Fig. 2(b), however, relies on a cold-start circuit (consisting of a voltage monitor, a pull-up resistor, and two switching MOSFETs), where the system is turned only on if the voltage on a large capacitor, $V_C$, is above a pre-defined threshold, $V_{th}$. This configuration is suitable for systems operated by a low-power EH source, meaning that the source is unable to supply enough power to directly sustain the system’s operation. This refers to an opportunistic triggering strategy, where the computation is performed as soon as the buffered energy is sufficient. Small photovoltaic cells generating energy from diffused lights, i.e., indoor lighting, belong to this category.

In some cases, the system may harvest energy and information at the same time, i.e., event detection sensors, where the EH source becomes the de-facto sensor providing useful information related to the parameters being sensed. Thus, EH source profiling should consider not only the source’s mere ability of powering the system but also its capability of meeting the application’s sensing needs.

B. Keeping Track of Time

Timekeeping in transient systems is a major challenge since the off periods between the events, i.e., the intervals with low or no energy availability, are usually non-deterministic and may vary from milliseconds to minutes. Depending on application specifications and the frequency of events, the methods depicted in Fig. 3 can be employed: (a) time-intertwined sensing, (b) capacitor decay, and (c) wireless transmission.

In some applications, events are directly correlated with time, i.e., the parameter being sensed also reveals the duration between the two consecutive events $d_E$, which ranges from milliseconds to second(s), Fig. 3(a). This method provides a good accuracy on the elapsed time from the first transmission (the 0 point) to the other, $t_T$, by tracking the duration between events without any additional component. However, if the events are not intertwined with time, $d_E$ and so $t_T$ can be estimated by capacitor decay, where $d_E$ is typically in the order of seconds, Fig. 3(b). This method allows timekeeping with a slightly lower accuracy than the first method at the

![Fig. 2: Schematic of two EH sensor systems, powered by (a) a high-power source; (b) a low-power source.](image1)

![Fig. 3: Timekeeping mechanisms depending on event occurrence: (a) time-intertwined sensing; (b) capacitor decay; (c) wireless transmission.](image2)
In **Mode 1**, the system first checks the activity status provided by Mode 0 to decide between high or low QoS;
- it then uses a *reactive* scheme to perform splittable tasks (e.g., processing), where a snapshot is saved immediately before a power failure and restored when power returns;
- the outcomes of the tasks and the system state for the transition to Mode 2 are saved into the NVM;
- after Mode 1, the system moves to Mode 2.

In **Mode 2**, the system performs non-splittable tasks (e.g., transmission) in a *task-based* fashion;
- the outcomes of the tasks and the system state for the transition to Mode 0 are saved into the NVM;
- after Mode 2, the system moves back to Mode 0.

Here, C needs to buffer enough energy ($V_C \geq V_{th}$ or $V_C \geq V_{min}$) to at least complete the basic operations and execute Mode 0 or 2, depending on which requires more energy (in case of insufficient energy, the system waits for the next power cycle). In other words, the size of $C$ is no longer determined by Mode 1, which was originally the most energy consuming operation, since the long-running computation is accomplished in the course of multiple cycles with less energy needs.

In consideration of specific challenges, this control flow is designed to be applicable to any transiently-powered EH sensor system. An example is the vibration level monitoring for predictive maintenance of marine engines, where the sensor acts also as a transducer, delivering data and power at the same time. Another example is a smart water meter, which extracts energy from temperature gradients to power the ultrasonic sensors measuring the flow rate. In this paper, we demonstrate our proposed flow through implementation and experimental evaluation of two case studies: a bicycle trip computer and a step counter, without loss of generality.

**IV. BICYCLE TRIP COMPUTER: A CASE STUDY**

In this section, a transiently-powered bicycle trip computer employing the proposed control flow is presented. The system, supplied by a kinetic harvester, measures the cycling speed and the travelled distance as well as the elapsed time.

**A. EH Source Profiling**

The harvester consists of a magnet attached to the wheel and a corresponding coil placed on the fork of the bicycle. The electromagnetic field induced by every rotation of the magnet generates an energy pulse at the coil, which is high enough to power the system without additional energy storage, i.e., it is a *high-power* source. Here, the energy pulse not only supplies electrical power but also acts as an *event detection sensor*, since its amplitude, and the frequency between consecutive pulses are directly proportional to the cycling speed.

The induced voltage $V_{coil}$ is used to estimate the speed, travelled distance, and the elapsed time. Faraday’s law describes this voltage as $V_{coil} = -\frac{\partial \Phi_B}{\partial t}$, where the magnetic flux $\Phi_B$ depends on the speed of the wheel. Therefore, the peak voltage increases with increasing speed, while the duration of the pulse decreases. The pulse generated with each rotation powers the system, so is an *event-based* architecture.

**B. Adapted Operation Architecture**

Fig. 5, indicates that the system first executes basic operations, i.e., a rough estimate of speed and time. Then, in Mode 0, it checks the activity via an ADC operation (ADC$_1$) measuring the peak voltage of the pulse. If there is enough energy, however, a second ADC operation (ADC$_2$) is performed by sampling the pulse profile, traces of both are shown in Fig. 6(a).

Afterward, the system moves to Mode 1, in which, by following the outcomes of Mode 0, cycling speed and time are estimated with various accuracies. The first option is to use the peak voltage only. Alternatively, both pulse profile and peak voltage can be utilized to provide more accurate

---

**Fig. 4:** Operational architecture of the proposed control flow.

**Fig. 5:** Proposed control flow applied to the bicycle trip computer.
results by using a Kalman filter. This filter is considered for the long-running computation in Mode 1 due to its ability in characterizing noise sources as well as minimizing their effect. The computation can then be split into consecutive power cycles as in Fig. 6(b), thanks to the reactive scheme adopted [4].

In Mode 2, outcomes of the long-running computation are wirelessly transmitted via a low-power protocol and saved into the NVM. Then, the system moves back to Mode 0.

C. Keeping Track of Time

After EH source profiling and estimating the speed, the elapsed time is calculated based on the intrinsic relationship between speed and distance, which refers to time-interwinned sensing. The total distance is measured by the number of times that the system recovers from a power outage, i.e., every rotation of the wheel, multiplied by the circumference of the wheel. The total elapsed time between two consecutive speed estimations is then calculated by using this cycling speed.

D. System Architecture and Energy Requirements

The trip computer is implemented in line with the architecture in Fig. 2(a). This comprises a low-power microcontroller unit (MCU), MSP430FR with a ferroelectric RAM (FRAM), and a 2.4GHz transceiver, NRF24L01+, for wireless communication. This module communicates with the MCU through SPI and performs data transmission via ShockBurst [18]. As expected, wireless communication in Mode 2 is the most energy consuming task (see Table I), which cannot be split across consecutive power cycles. Thus, C needs to buffer enough energy to complete the basic operations and execute

<table>
<thead>
<tr>
<th>Operation</th>
<th>Current (mA)</th>
<th>Time (ms)</th>
<th>Energy (μJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC Measurement</td>
<td>0.704</td>
<td>0.07</td>
<td>0.829667</td>
</tr>
<tr>
<td>MCU Start-up</td>
<td>0.704</td>
<td>0.7</td>
<td>2.0165</td>
</tr>
<tr>
<td>Kalman Filter</td>
<td>0.704</td>
<td>7.24</td>
<td>14.087</td>
</tr>
<tr>
<td>Snapshot</td>
<td>0.704</td>
<td>1.865</td>
<td>1.988</td>
</tr>
<tr>
<td>Restore</td>
<td>0.704</td>
<td>1.805</td>
<td>2.9666</td>
</tr>
<tr>
<td>TX Configuration</td>
<td>1.3</td>
<td>2.1</td>
<td>6.5315</td>
</tr>
<tr>
<td>TX Transmission</td>
<td>14.5</td>
<td>0.15</td>
<td>4.5071</td>
</tr>
</tbody>
</table>

TABLE I: Current, time, and energy requirement of each operation.

Mode 2. This equates to a C of 18.24μF, which is significantly smaller than the 25.48μF required to complete the Kalman filter operation in Mode 1, i.e., ≃ 40% reduction in size. As a result, a 20μF capacitor, considering the commercially available components, is added to the platform. Since neither a large energy storage nor a power management circuit is required, the design is completely self-contained on a single sided 2.0×1.4cm² PCB area, as shown in Fig. 7.

E. Functional Validation and Comparative Evaluation

A speedometer is used to experimentally evaluate the operation of system. Fig. 8 shows the range of cycling speed and the corresponding harvested energy per each rotation, where the system moves from low to high accuracy when the harvested energy per rotation is higher than 16μJ. It means that the system can perform a second ADC by sampling the pulse profile, and estimate the cycling speed using the Kalman filter in Mode 1. The empirical measurements gathered by the speedometer reveal that the system achieves less than 1% error for speed, distance, and time in high accuracy mode, where the low accuracy mode has the average errors of 8%, 3%, and 5%, respectively.

V. WIRELESS STEP COUNTER: A CASE STUDY

In this section, a transiently-powered wireless step counter employing the proposed control flow is presented. The system, supplied by a kinetic harvester, measures the step rate and the metabolic equivalent (MET) as well as the walking time.

A. EH Source Profiling

The harvester is a 50-layer ferroelectret insole, which converts mechanical energy generated by the heel pacing on the floor into electricity [19]. This source is profiled by using three different capacitances, C, considering the decoupling
capacitors commonly used in sensor systems [20]. Fig. 9 shows the voltage across these capacitors after each step in running (≈120 steps per minute [21]) and walking mode (≈70 steps per minute [21]). Here, \( V_{\text{min}} \) and \( V_{\text{max}} \) are the min. and max. operating voltages for a typical low-power MCU. The insole generates one positive (heel-strike) and one negative (toe-off) pulse at each step, which results in two increments in \( V_C \). In running mode, the force applied to the insole is higher than in walking mode, causing a higher voltage increment at each step. This leads to uncertainty in the number of steps taken before the system becomes active, which is higher for larger \( C \). As a result, the harvester is characterized as a low-power source, and since it needs to collect enough energy to exceed \( V_{th} \) to become active, the operation refers to an opportunistic triggering strategy. Here, the source acts also as an event detection sensor, where the energy availability indicates that steps have taken.

### B. Keeping Track of Time

From EH source profiling, it is not possible to estimate the elapsed time between steps, as the output voltage is affected by various factors, such as walking speed, user’s height and weight. Thus, \textit{CusTARD}, i.e., decay of a capacitor, is included in the system to keep track of time during the off periods.

Fig. 10 shows the circuit used for keeping track of time and its connection with the MCU. The capacitor \( C_{\text{time}} \) is charged by a GPIO pin through the resistor \( R_{\text{char}} \) and a Schottky diode to minimize reverse current. Thus, \( C_{\text{time}} \) is discharged through the resistor \( R_{\text{disch}} \) and the internal ADC measures the decrease in voltage during an off period. The size of \( C_{\text{time}} \) and the value of \( R_{\text{disch}} \) are calculated considering the longest off period when walking at the slowest speed [22].

![Fig. 10: Circuit used to track time during the off periods.](image)

### C. Adapted Operation Architecture

As shown in Fig. 11, the system first executes basic operations, i.e., estimate of the elapsed time between power cycles and the number of steps taken. Then, in Mode 0, it calculates the step rate, i.e., steps per minute (spm), and the MET, which is based on the step rate and the activity duration.

Afterwards, the system moves to Mode 1, in which, by following the outcomes of Mode 0, i.e., activity status, the data transmission security level is adjusted. The system encrypts the data packets with various security levels, low and high, based on the step rate estimated in Mode 0. If the step rate is less than 100spm, long-running computation, i.e., the advanced encryption standard (AES) algorithm, is executed with a 128-bit key. Otherwise, a 192-bit key requiring longer computational time is used. This computation is split across consecutive power cycles thanks to the reactive scheme adopted from [4].

In Mode 2, the encrypted data from Mode 1 are wirelessly transmitted via a low-power protocol and saved into the NVM. Then, the system moves back to Mode 0.

### D. System Architecture and Energy Requirements

The step counter is implemented considering the architecture in Fig. 2(b). This comprises the same MCU and transceiver as used in the first case study.

As expected, the most energy consuming task is again wireless communication (see Table II), which requires \( 38\mu \text{J} \) of energy. Considering this, and the MCU voltage supply range, \( V_{\text{min}} = 2\text{V} \) and \( V_{\text{max}} = 3.6\text{V} \), the minimum \( C \) needed is
TABLE II: Current, time, and energy requirement of each operation.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Current (mA)</th>
<th>Time (µs)</th>
<th>Energy (µJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypt</td>
<td>1.5</td>
<td>12,153</td>
<td>56.11</td>
</tr>
<tr>
<td>Count steps</td>
<td>2.6</td>
<td>0.215</td>
<td>1.72</td>
</tr>
<tr>
<td>MCU Start-up</td>
<td>1.5</td>
<td>2,232</td>
<td>10.32</td>
</tr>
<tr>
<td>TX Transmission</td>
<td>8.1</td>
<td>0.001</td>
<td>0.25</td>
</tr>
<tr>
<td>Snapshot/Restore</td>
<td>0.9</td>
<td>1.107</td>
<td>3.07</td>
</tr>
<tr>
<td>TX Configuration</td>
<td>3.66</td>
<td>2,436</td>
<td>27.41</td>
</tr>
<tr>
<td>Calculate Elapsed Time</td>
<td>1.15</td>
<td>0.277</td>
<td>0.98</td>
</tr>
<tr>
<td>Calculate Step Rate &amp; MET</td>
<td>1.05</td>
<td>0.235</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Calculated as 8.53µF. As a result, a 10µF capacitor is added to provide a safety margin. On the contrary, if the longest task, i.e., encryption, is attempted to be completed without interruptions, the minimum \( C \) needed to complete this task would be 14.16µF, which is 66% larger. Based on the flow in Fig. 11, the parameters in Table II, and the value of \( C \), \( V_{th} \) for this system is calculated as 3.4V. The demonstrator of the developed step counter is shown in Fig. 12.

E. Functional Validation and Comparative Evaluation

A fitness band and a smartphone application is used to experimentally evaluate the operation of system. Fig. 14 shows the entire process from when the first step is taken to when the sensor system transmits the encrypted data. The system starts operating after four steps if there is not enough energy, i.e., \( V_C < 1 \)V, and needs only three steps for the following cycles.

To estimate the elapsed time, the voltage across \( C_{time} \) is measured just before \( V_C \) drops below \( V_{min} \) and immediately after it is restored. Mode 0 is then performed within a power cycle, while the data encryption is completed across three power cycles, in which the adopted reactive scheme saves and restores the system state consecutively.

The performance of our step counter is compared with a Mi Band [23] and a fitness tracker smartphone application [24]. The experiments are performed by a person wearing three devices at the same time and performing aerobic activities in three different modes: walking, running, and walking-running. Each activity includes five repeats of 50 steps, i.e., 750 steps in total, where walking-running consists of 25 steps of walking and 25 steps of running. Fig. 13 compares our step counter and the other two solutions, where the experiments were performed ten times by a 70-kg person and the results were averaged.

The proposed solution has the average error of 13.2% in walking-running, 4.8% in running, and 8.8% in walking mode. These values for Mi Band are 9.6%, 13.6%, and 4.4%; and for the smartphone application are 5.2%, 7.6%, and 5.6%, respectively. The results show that our solution is comparable with off-the-shelf products, which are battery-powered and require much more energy than our proposal.

VI. CONCLUSION

This paper presented a control flow for transiently-powered EH IoT systems, which combines task-based and reactive schemes in an energy-aware manner while providing a strategy for keeping track of time. It allows applications to be sustained with a smaller energy storage even powered by highly varying and scarce EH sources. The applicability of this proposal was validated through two case studies: a bicycle trip computer and a step counter. The experimental results showed that application requirements are met with an acceptable error while the energy storage size has reduced up to 66%.
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Fig. 14: Operation of the transiently-powered EH step counter.