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Abstract: Social media has played a significant role in disaster management, as it enables the general
public to contribute to the monitoring of disasters by reporting incidents related to disaster events.
However, the vast volume and wide variety of generated social media data create an obstacle in
disaster management by limiting the availability of actionable information from social media. Several
approaches have therefore been proposed in the literature to cope with the challenges of social media
data for disaster management. To the best of our knowledge, there is no published literature on social
media data management and analysis that identifies the research problems and provides a research
taxonomy for the classification of the common research issues. In this paper, we provide a survey of
how social media data contribute to disaster management and the methodologies for social media
data management and analysis in disaster management. This survey includes the methodologies
for social media data classification and event detection as well as spatial and temporal information
extraction. Furthermore, a taxonomy of the research dimensions of social media data management
and analysis for disaster management is also proposed, which is then applied to a survey of existing
literature and to discuss the core advantages and disadvantages of the various methodologies.
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1. Introduction

Disaster management has played a significant role in mitigating and minimising
loss of life and damage to properties and infrastructure. Effective disaster management
demands intelligent infrastructure for the collection, integration, management, and analysis
of a variety of distributed data sources, including ground-based sensors, video streaming,
and satellite imagery [1]. The emergence of social networks and crowd-sourcing has
enabled the application of human-centric approaches that allow the public to provide
essential disaster-related information that can be used to enhance the effectiveness
of disaster management in reducing the impact of natural disasters. Social media data
contain rich information about human activities, environmental conditions, and public
sentiment, which geographic information scientists, computer scientists, and domain
scientists can use for data analysis [2–4]. Social media not only generates massive
volumes of data, but also a wide variety of data types, such as text, images, and videos.
In 2020, there were 3.5 billion social media users worldwide, equivalent to about 45%
of the world’s population [5]. Facebook had over 2.6 billion monthly active users (MAUs) and 1.73 billion daily active users as of March 31 2020. Twitter had 330 million MAUs and 145 million daily active users [6] in 2019. A total of 500 million tweets are sent by Twitter users every day, equivalent to 5787 tweets per second [7]. Moreover, there were 1 billion MAUs on Instagram as of June 2018, and 500 million daily active users updated their stories. The large number of posts generated by these active users exemplifies the variety of dimensions of social media data. For instance, Twitter data are comprised of several types of information, including account IDs, timestamps, user tweets (e.g., texts, images, videos), coordinates, retweets, and so forth. The volume, velocity, and variety of data thus make it increasingly difficult for disaster managers to extract relevant and timely information from such data.

A comprehensive taxonomical framework is presented in this article to effectively explore, assess, contrast, and compare existing approaches that use social media data for disaster management. Previous surveys in this subject area have mostly focused on specific aspects; hence, they appear to be narrow and fragmented. Topics include: (i) digital volunteerism [8]; (ii) disaster management lifecycle [9], including Warning, Impact, Response, and Relief; and (iii) disaster response ([10,11]). They consider aspects such as space, time, content, and network reach. Although the above-mentioned papers classified the literature based on taxonomies that covered aspects related to the effects of emergency occurrences on social media, social media data gathering and processing, and social media’s effect on post-disaster management, they are limited in scope, with only a “broad” significance. In contrast, we present a holistic and comprehensive taxonomical framework. We propose a taxonomy that is much more exhaustive, with additional (sub-)dimensions that contribute to an “in-depth” understanding of end-to-end challenges (e.g., data source, application, methodology, information dimension, and language) related to managing social media data for detecting, predicting, and responding to natural disasters. To date, this level of investigation has received little attention, and this article aims to alleviate this gap. While the existing surveys mainly discuss the novel techniques used to analyse social media data, their proposed classifications cannot represent the overall perspectives for applying social media data in disaster management. Overall, this survey proposes a novel taxonomy designed for understanding all significant aspects of social media data management and analysis for disaster management challenges, ranging from data sources to social media applications. Our taxonomical framework’s main advantage is that it can provide the guidance of data management processes required in the context of using social media data for disaster management.

The focus of the work presented in this paper is on understanding how social media data contribute to disaster management. We do this by surveying the literature for methodologies for social media data management and analysis for disaster management. We classify social media data based on their sources, language, information dimension, methodologies for data management, analysis, evaluation, and applications. The aim of this work is to provide a useful classification that could potentially be used to improve decision-making by enabling disaster managers to identify the appropriate data sources and the corresponding methodologies for analysis and management.

The main contributions of this paper are as follows:

1. Identification of the research challenges involved in using social media data for disaster management and the methodologies for data analysis and management;
2. A research taxonomy for analysis and management of social media data;
3. Application of the proposed taxonomy to survey the existing literature on data analysis and management.

The rest of this paper is structured as follows: The background and motivation for this work are presented in Section 2, followed by the details of the survey method in Section 3. Classification details are presented in Section 4, including a categorisation of the data sources, language analysis, and identification of types of users. The languages presented in social media data that are used for social media data analysis are discussed.
in Section 5. In Section 6, the approaches to social media’s inclusion of spatial and temporal information are discussed. The methodologies for social media data management and the application of these data in disaster management are discussed in Sections 7 and 8, respectively, before concluding the paper in Section 9.

2. Background

During natural disasters, social media can play an essential role in the emergency response and provide a complete picture of situational awareness during and after the disaster. There are several challenges in acquiring and extracting hazard-related information from social media, including volume, unstructured data sources, signal-to-noise ratio, ungrammatical and multilingual data, and fraudulent message identification and removal. The massive amounts and variety of data generated by social media lead to different levels of information being extracted from the social media data. For instance, geographical information (geo-tagging) attached to a tweet about a roadblock on a hilly road provides more useful contextual information than a similar tweet without geo-tagging. Similarly, a tweet with attached images could potentially provide more situational awareness. For example, a tweet with photos of a roadblock on a hilly road can help people who are driving on the road nearby to understand the current situation of the roadblock and change to a new route away from the blocked area.

Due to the volume and complexity in such large amounts of social media data, it is crucial to have tools and systems that can automatically classify and extract information, which could turn data into meaningful, actionable information for those attempting to manage the situation. This information has to be systematically managed and made available upon request and to be queried based on different query conditions. The main dimensions of a query include the geo-location/geo-fence, keywords and their disambiguations, user type (e.g., government, non-governmental organisations (NGOs), news agencies, public, etc.), and type of message (e.g., warning, news, SOS, request for supplies, or general posts/tweets about an ongoing or impending situation). It is also important for the system to remove common false-positive patterns. For instance, the word “Landslide” in a tweet talking about a landslide victory of a sports team could potentially be classified as a tweet about a landslide hazard. To support this, the use of a tool such as an ontology can be applied to yield meaningful information from complex data. For instance, an ontology of landslides would represent the domain of landslide hazards through relevant terms and relationships between them. These relationships provide formal definitions to the domain terms, thereby enabling machines to understand and analyse them. Thus, the knowledge represented in an ontology enables machines to perform intelligent tasks, such as interactively communicating with social media users to extract contextual information related to an event of interest, identifying the relation of this information with the hazard of interest, and providing this to the decision-maker as a complete picture to enable informed decision-making.

An ontology-based approach is thus more sophisticated than traditional data management approaches, since it combines the data model with the associated domain knowledge that can be processed by machines to obtain semantically rich and meaningful information [12]. Systematic extraction of important information and semantic meaning from the free text in social media will help make the systems intelligent enough to organise and present data in an actionable form. Similarly, natural language processing (NLP) is an important technology for understanding and extracting information from user-generated text content. We reviewed several natural language processing methods and case studies [13–15].

In this survey, the applications described above, including ontological support, NLP, and data mining, are reviewed in the context of social media and natural hazard response and recovery.
3. Materials and Methods

In this section, we present a taxonomy of the existing research on social media data management and the procedure for selecting the publications discussed in this paper.

3.1. Scope

Social media data provide a rich footprint of real-world events that can be used to facilitate the management of disasters. Several research works have proposed methods for exploiting social media data for the efficient management of disasters. The scope of our survey is determined by the common issues discussed in existing research works. Based on these issues, we have developed a taxonomy of social media data management and analysis for disaster management. Figure 1 depicts the taxonomy that shows six different aspects discussed in existing research, including the data source, language, social media user, information dimension, methodology, and application.

![Taxonomy of social media data management](image)

**Figure 1.** Taxonomy of social media data management.

The taxonomy elements are described below.

- **Data source**—refers to the sources of social media data and ancillary data provided by other sources (e.g., physical sensors, wireless sensor networks (WSNs), and web services) that are used to facilitate social media data analysis in disaster management. We frame the dimension of data sources into four sub-classes, Sensor, Social Media User, Social Media Platform, and Third Party, based on the common attributes of data sources mentioned in the selected papers. The Sensor class is divided into Physical Sensor and Human Sensor, and the Social Media User is divided into four types of social media users, including Government Authorities, Research/Academic Institutions, Non-Governmental Organisations (NGOs), and Public.

- **Language**—refers to the language used for making a post on social media. Language is classified into the Global Language, Local Language, Mixed Language, and Mixed Script types.

- **Information dimension**—there are two major dimensions of information available in social media content: Spatial and Temporal. The methodologies for analysing social media content to extract spatial and temporal information are also included.
in this category. The spatial dimension refers to the representation of geographical information in social media and the methodologies for geo-location identification and analysis. The geographical information is presented in several ways, including Geo-tagging, User-defined, and Spatial Coverage. The Temporal dimension refers to the utilisation of temporal information describing disaster-related events in the existing system for event detection. The temporal dimension is further classified as Pre-event, Real-time, and Post-event based on the temporal categories of real events.

- Methodology—refers to the methodologies and algorithms used to analyse social media data, especially the spatial and temporal information. We categorise the methodologies based on data analysis stages, which include the Methodology for Data Management and Methodology for Data Analysis. The evaluations for each methodology are also summarised.

- Application—refers to the current uses of social media data for disaster management, which are classified into the two aspects of Disaster Management Phases and Disaster Management Types.

### 3.2. Survey Procedure

The taxonomy presented in Section 3.1 is defined based on the common research issues mentioned in the selected publications in this survey. Our process for choosing the publications is divided into four main steps: (i) taxonomy and keyword determination, (ii) publication search, (iii) publication review, and (iv) publication selection.

- **Step i. Taxonomy and keyword determination:** We created a primary taxonomy and identified keywords based on the application of social media data in disaster management. The taxonomy and keywords were determined based on the requirements of our ongoing Landslip project (http://www.landslip.org (accessed on 17 December 2020)). The keywords were further used in step ii to search for publication candidates. Further, the set of keywords and taxonomy were iteratively refined throughout the process. We also used the keywords provided in the selected papers (in step iv) to identify more keywords and to analyse the critical issues in the selected papers to refine the taxonomy.

- **Step ii. Publication search:** We searched for publication candidates from several potential repositories based on the set of keywords identified in step i. The main publication repositories and search engine used in this step included IEEE Xplore (https://ieeexplore.ieee.org (accessed on 2 September 2020)), ACM Digital Library (https://dl.acm.org (accessed on 2 September 2020)), SpringerLink (https://link.springer.com (accessed on 2 September 2020)), ScienceDirect (https://www.sciencedirect.com (accessed on 2 September 2020)), and Google Scholar (https://scholar.google.com (accessed on 2 September 2020)). In addition, the search results from Google Scholar led to the sources of the publication candidates, which included ResearchGate, JMR, ScienceAdvances, PLOS, MDPI, and Tandfonline. The keywords could be classified into three main classes: Social Media (e.g., Social Media, Social Network, Crowdsourcing, Twitter, Microblogs), Disaster (e.g., Disaster Management, Emergency Management, Landslide, Earthquake, Flood, Rainfall), and Data Management and Analysis (e.g., Data Analysis, Data Management, Data Mining). The search for publications was based on the combinations of keywords from these classes, which helped to narrow down the search, leading to more focused and relevant results.

- **Step iii. Publication review:** The search results of publications returned from repositories and search engines were reviewed and selected as candidates based on information provided in the title, keywords, and abstract of the publications and if they were relevant to one of the scopes defined in the taxonomy (Section 3.1). As a result, 200 publications from the repositories and search engines were selected as publication candidates.

- **Step iv. Publication selection:** We scanned through the contents of the publication candidates and selected the publications for this survey based on their relevance to
terms in the taxonomy. For example, Reference [16] was one of the selected papers that provided information relevant to all terms defined in the taxonomy shown in Section 3.1. Accordingly, 40 publications from several repositories and search engines were selected. These are presented in Table 1. Next, we analysed the selected publications to extract more keywords and to update the list of the keywords identified in step i. Furthermore, critical issues mentioned in the selected papers were used to refine and update terms and sub-terms in the taxonomy.

Table 1. Numbers of publications selected from repositories and search engines.

<table>
<thead>
<tr>
<th>Repository</th>
<th>Number of Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>12</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>9</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>7</td>
</tr>
<tr>
<td>SpringerLink</td>
<td>4</td>
</tr>
<tr>
<td>Others (via Google Scholar)</td>
<td>8</td>
</tr>
</tbody>
</table>

4. Data Sources for Social Media Data Analysis

Effective disaster management demands high-quality and rich data from many data sources that are related to the disaster of interest. Data sources could be any sensors and data services that provide data to a data consumer. This section presents four main data sources for social media data analysis, classified in the taxonomy as Sensor, Social Media User, Social Media Platform, and Third Party. We analyse the characteristics of data sources for each aspect used for disaster management.

4.1. Sensors

The subclass Sensor includes data sources that produce original data for social media data analysis. Such data sources include physical sensors (e.g., remote sensing, in situ sensors, wireless sensor networks) and human sensors (e.g., social media, blogs, and crowdsourcing). A physical sensor is a set of physical sensing devices that observe and measure physical phenomena and transform observations and measurements into a human-readable form. On the other hand, a social or human sensor comprises human activities and interactions to observe real-world events and produce information in the social network [17].

4.1.1. Physical Sensors

Earth Observation (EO) and ancillary data generated from physical sensors can enhance the effectiveness of social media data analysis for disaster management. There are several types of sensors that generate EO and ancillary data. An in situ sensor is a basic sensor that is deployed in the place of interest to observe and measure the physical phenomena directly. Examples of in situ sensors include temperature sensors, rain gauges, and soil moisture sensors. In situ sensing is suitable for analytics that require high-accuracy observation. Furthermore, a wireless sensor network (WSN) [18] is an advanced in situ sensor system that consists of spatially distributed sensors called nodes. Each node is usually equipped with wireless connectivity, a microcontroller, a power source, and multi-type sensors. Based on this, data observed by each node can be exchanged among nodes within the system. With computing capabilities, a WSN can be applied in many applications, including industrial process monitoring and control, machine health monitoring, and natural hazard or fire detection. Even though the in situ sensing method can provide highly accurate data, the deployment of in situ sensors to cover a wide area is difficult and extremely expensive. Remote sensing technologies (e.g., radar, satellite, and airborne) have thus been used to remotely sense physical and environmental conditions and to generate observation data that cover a wide area.
4.1.2. Human Sensors

Human sensors utilise people to observe and measure real-world phenomena and generate different types of observation data, including social media data. The emergence of social networks and mobile applications has enabled people to report about observed events. These activities are considered as human sensing [16] and can be a significant data source for effective urban risk analytics. The data sources include RSS feeds, social media, Instagram, Twitter, Facebook, SMS, and online news. Similarly, crowdsourcing is a process that encourages people to give their contributions with regard to certain tasks in a specific context. This process is widely used in disaster management applications, where people can report a disaster event that they observed. For example, in 2010, people used Ushahidi, a web-based and mobile crowdsourcing application, to report about the earthquakes in Haiti [19].

4.2. Social Media Users

Messages originating from different accounts on social media have different qualities and trustworthiness [20]. For instance, official accounts used by government agencies are likely to have more trustworthiness than public users with personal accounts. However, although government agencies that are responsible for the management of disasters use social media to disseminate disaster-related information, they still play a limited role in the communities. Instead, it is the public users that play a significant role in contributing to information networks during disaster events. The authors of [21] showed different distributions of Twitter users participating in various disaster events, with public users having a clearly greater percentage of participation. To summarise, different types of social media users play different roles in disaster management, each providing different context, quality, and trustworthiness of social media data.

In this paper, we classify types of social media users as government authorities, research/academic institutions, non-governmental organisations (NGO), and the public, as shown in Figure 2.

- Government Authority—refers to government organisations involved in disaster response and support. These organisations are authorised to: (i) disseminate official announcement and actionable warning information to people in a disaster risk area, e.g., National Disaster Management Authority (NDMA), and (ii) provide supporting information for disaster management, e.g., Geological Survey of India (GSI), British Geological Survey (BGS), and national meteorological offices.
- Research/Academic Institution—refers to institutions or research groups who are conducting research on disaster management.
- Non-Governmental Organisation (NGO)—refers to private-sector organisations that are disseminating disaster-related information on social media. This user type contributes a greater percentage of information than the government authorities and provides a higher quality of information compared to the information provided by individual users. Examples of NGOs include Save the Hills, Cable News Network (CNN), and Asian News International (ANI).
• Public—refers to individual users with personal social media accounts. This user type makes the greatest contribution to social media by sharing disaster-related information. With a huge number of users in this category, it constitutes the greatest percentage in information networks compared to other types of users. Most research [22–27] relies on information contributed by public users, even though the information may be of uncertain quality and trustworthiness. As a consequence, social media data preparation techniques (e.g., data filtering, data classification, and data extraction) to improve data quality and enhance the accuracy of social media data analysis prove challenging.

4.3. Social Media Platforms

Generally, social media data are directly accessible on social media platforms (e.g., Facebook, Twitter, and Instagram). These platforms are considered as major data sources for social media data analytics in disaster management. Most social media platforms provide HTTP-based Application Programming Interfaces (APIs) for data consumers to access their social media services (e.g., data service and analytics services). Data consumers can use their tools to communicate with the respective APIs to collect and store social media data for their purposes [28]. For example, Twitter provides search APIs that enable consumers to find historical or real-time data by using keywords or hashtags. Much research on using social media data for disaster management utilises such APIs to access social media data directly from the social media platforms [22–25]. Due to the unstructured characteristics of social media data and the indeterminacy of the sources, the quality and trustworthiness of the collected social media data become significant issues [20]. Based on this, additional processes (e.g., data filtering, data classification, and data extraction) for data preparation are required. Due to privacy concerns, some of the social media platforms (e.g., Facebook and Twitter) have put several restrictions on data access.

4.4. Third Parties

Social media data are also collected and organised by organisations and institutions for specific purposes. Due to the benefits of Open Data, some of them have been interested in opening their collected social media data for others [20]. These organisations are considered as alternative data sources for social media data. This section discusses the different methods of accessing social media data. Third parties who provide their collected social media data are considered as alternative data sources for conducting research on social media data analytics for disaster management. This social media data are collected and organised in a specific way to be used for a specific purpose. For example, CrisisLexT26 [26] provides crisis-related tweets during emergency events, which are collected from Twitter by using crisis-specific keywords. CrowdFlower [29] provides the Figure Eight platform for free open datasets. These include tweets relevant to various kinds of disasters. Most social media data collected by third-party data sources are usually prepared using additional processes to provide higher-quality datasets. In addition to using datasets from third-party data sources for disaster management, such datasets can be used as training datasets and for evaluation in data analysis in many studies on disaster management. For example, the authors of [27] utilised datasets from CrisisLexT26 and CrowdFlower as training datasets for identifying disaster-related tweets.

Table 2 depicts some existing works that use social media data sources for disaster management. Twitter is a major source of social media data, which can be accessed via the Twitter API.
### Table 2. Social media for data sources for disaster management.

<table>
<thead>
<tr>
<th>References</th>
<th>Physical Sensor</th>
<th>Human Sensor</th>
<th>Access Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>USGS, NOAA</td>
<td>Flickr</td>
<td>Web, Web Services</td>
</tr>
<tr>
<td></td>
<td></td>
<td>crowdsourcing</td>
<td></td>
</tr>
<tr>
<td>[19]</td>
<td>-</td>
<td>Ushahidi</td>
<td>Mobile App, Web Services</td>
</tr>
<tr>
<td></td>
<td></td>
<td>crowdsourcing</td>
<td></td>
</tr>
<tr>
<td>[17]</td>
<td>-</td>
<td>Twitter</td>
<td>Direct access via Twitter APIs</td>
</tr>
<tr>
<td>[22]</td>
<td>-</td>
<td>Twitter</td>
<td>Direct Access via Twitter APIs</td>
</tr>
<tr>
<td>[23]</td>
<td>-</td>
<td>Twitter</td>
<td>Direct Access via Twitter APIs</td>
</tr>
</tbody>
</table>

### 5. Language

Language refers to the language used for making a post on social media. The languages of the social media data are investigated and classified into four categories: global language, local language, mixed language, and mixed script, as shown in Figure 3.

- **Global Language**—refers to social media posts that are in English.
- **Local Language**—refers to social media posts in languages other than English.
- **Mixed Language**—refers to social media posts that are a combination of two or more languages.
- **Mixed Script**—refers to social media posts that are in a stylistic or linguistic variation of two or more languages. For example, a Twitter user may tweet in Hindi language using English script.

Table 3 illustrates the variety of languages present in social media data. Social media posts in English are used in most research, and English is also a common language for social media posts in mixed languages. Moreover, multiple local languages can be seen in the social media posts in some research. This variety has become challenging in the understanding of text-based information produced by social media. Here, natural language processing (NLP) has played an essential role in understanding and extracting useful information from the text information and facilitating disaster management. Research works on NLP are discussed in Section 7.
Table 3. Language used on social media for disaster management.

<table>
<thead>
<tr>
<th>References</th>
<th>Language</th>
<th>Global</th>
<th>Local</th>
<th>Mixed Language</th>
<th>Mixed Script</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td></td>
<td>✔</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[23]</td>
<td></td>
<td>✔</td>
<td>Arabic</td>
<td>English, Arabic</td>
<td>-</td>
</tr>
<tr>
<td>[30]</td>
<td></td>
<td>✔</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[31]</td>
<td></td>
<td>✔</td>
<td>Filipino</td>
<td>English, Filipino</td>
<td>-</td>
</tr>
<tr>
<td>[32]</td>
<td></td>
<td>✔</td>
<td>Hindi</td>
<td>English, Hindi</td>
<td>Hindi</td>
</tr>
<tr>
<td>[33]</td>
<td></td>
<td>✔</td>
<td>Spanish,German</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

6. Information Dimension

This section presents two major dimensions of information—spatial and temporal—that are essential parts of social media data for disaster management, as we explain below. We also investigate the variety of methodologies for analysing social media content to extract the spatial and temporal information.

6.1. Spatial

Although spatial representations of social media data, such as geo-location, play an essential part in social-media-based event detection or event analysis, there are few social media data that provide information about users’ locations [34]. Furthermore, there is a variety of location information represented in social media, ranging from a very precise location using geographic coordinates (e.g., longitude and latitude) to a very fuzzy location using descriptive language (e.g., city name).

Geographical information is represented in several ways on social media, as shown in Figure 4.

- Geo-tagging: The social media systems attach geographical information automatically or manually (by users) when the users post a message.
- User-defined: The user mentions the location in the post, either as the place name or as geographic coordinates.
- Spatial coverage: Many posts only mention the geographical extent, such as the town/village/locality, a district, a country/province, the continent, or similar information.

Figure 4. Spatial representation of geographical information on social media.
### Table 4. Spatial.

<table>
<thead>
<tr>
<th>References</th>
<th>Spatial Geo-Tagging</th>
<th>Spatial User-Defined</th>
<th>Spatial Coverage</th>
<th>Pros and Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>[34]</td>
<td>-</td>
<td>Twitter users’ city-level location estimation</td>
<td>Twitter users’ city-level location</td>
<td>The proposed approach can improve the accuracy of identifying the locations of hazard events. The temporal aspect of the identified location needs to be further investigated for more accurate decision-making.</td>
</tr>
<tr>
<td>[35]</td>
<td>-</td>
<td>profiling users’ home locations</td>
<td>profiling users’ home locations</td>
<td>The approach can be applied to disseminate disaster early warning messages to social media users whose home locations are at risk.</td>
</tr>
<tr>
<td>[36]</td>
<td>spatial pattern analysis</td>
<td>spatial pattern analysis</td>
<td>-</td>
<td>The analysis of patterns between the distance from the epicentre and time using social media can enhance situational awareness. However, the proposed method requires a sufficient number of tweets to avoid data quality issues.</td>
</tr>
<tr>
<td>[37]</td>
<td>spatial pattern analysis</td>
<td>spatial pattern analysis</td>
<td>spatial pattern analysis</td>
<td>This approach combines social media and sensor data for statistical analysis, which provides a more precise assessment of tweets’ spatial patterns in a hazardous area.</td>
</tr>
<tr>
<td>[38]</td>
<td>Kernel density estimation (KDE) -based clustering for social media analysis from Hurricane Sandy</td>
<td>KDE-based clustering for social media analysis from Hurricane Sandy</td>
<td>KDE-based clustering for social media analysis from Hurricane Sandy</td>
<td>Associating social media data with hurricane damage data for spatial pattern analysis enabled qualified assessment of rapid damage.</td>
</tr>
</tbody>
</table>

Several approaches have been proposed in the literature to address the issues of spatial representation in social media. Here, Table 4 presents the state-of-the-art methods for identifying and analysing the spatial information of social media data.

Geo-location identification: The research of [34] shows that 0.42% of all tweets use the latitude and longitude function to tag their geo-location, and out of 1 million Twitter users, only 26% have listed a city name. In most cases, general expressions (such as California) or nonsensical expressions (such as wonderland) are used. This research aimed to detect the locations of tweets that do not clearly mention geographic information. To this end, the authors proposed a method of computing the probability that a word is linked to a city. In order to improve the accuracy, the authors introduced a model of spatial variation for
analysing the geographic distribution of words in tweets. The authors of [35] mentioned that geo-location information in tweet data may have noisy signals. For example, a user in the UK could tweet about a Houston Rockets game or their vacation in India. To overcome this, the authors integrate two types of signals (user’s friend and user’s tweet’s nearby location) from social networks to predict a user’s location.

Geo-location analytics: The authors of [36] discussed the effect of an earthquake on the East Coast of the United States (US) on August 23, 2011 by analysing the collected tweet data. The main finding of the paper was the patterns between the distance from the epicentre and the time after the earthquake. The authors of [37] used sensor data to identify flood-affected regions. The authors performed some statistical analyses of the collected data to find the general spatial patterns and to explore the differences between the spatial patterns among the relevant tweets. On the other hand, methods such as kernel density estimation (KDE) have been widely used for clustering of the activities during Hurricane Sandy [38] and spatial hotspot detection during the 2012 Beijing rainstorm [3].

6.2. Temporal

Most social media applications attach a time stamp to the posted data. The temporal relation between events can be derived from the time stamp of the event and the content. We studied how temporal information is used in the existing systems for event detection. In the context of event detection, we categorised the temporal information into three categories as shown in Figure 5.

![Figure 5. Temporal.](image)

- **Pre-event:** This represents the time period before the occurrence of the event of interest. In general, a social media message that is posted before the event occurrence can be analysed to derive the following information: (i) warnings—e.g., a post about bad weather from the Met-Office before heavy rainfall, a cyclone alert, etc. serves as a warning message for an impending natural disaster, (ii) precursor event detection—e.g., a social media post about a leaning electric pole in a location can serve as a precursor for landslide event detection, and (iii) temporal offset—pre-event posts from social media are analysed to determine the offset between the time of the post and the time of the actual event, such as, for instance, the time taken after the leaning pole post and the actual landslide in that locality. Pre-event posts from social media can thus be utilised for serving the mitigation and preparedness phases of emergency management.

- **Real-time:** This represents the time span during which the event is happening. In the real time of the event occurrence, social media may be widely used for information sharing about the incidents related to the event. Generally, the real-time posts from social media during the occurrence of the event can be analysed for: (i) obtaining situational awareness—e.g., “trains cancelled, schools closed in Kerala due to heavy rains”, or a social media post about “roadblock due to landslides on NH-8”, (ii) deriving/issuing warnings about the after-effects/impacts of a disaster—e.g., “high
tides are expected in coastal areas after the tremors”, and (iii) response, relief, and recovery—e.g., a tweet during the Kerala flood in 2018: “shortage of bubble wrap and ready-to-eat items in Sanskrit College Palayam”.

- **Post-event:** This represents the time period after the occurrence of the event of interest. Often, after disasters, social media is widely used to communicate about required supplies, information about missing people, death tolls, property losses, relief operations planned by the government and NGOs, protective measures to be undertaken while returning home, funds donated by various authorities, etc. Thus, the post-event data can generally be analysed for: (i) warnings of further events, (ii) deriving information on the impact of the event, (iii) identifying the relief and recovery measures required, and (iv) determining the temporal offset between the time of the post and time of the actual event.

It is important to analyse the behaviour of the public/communities before, during, and after disasters in order to bring in effective disaster response, management, planning, and mitigation. Since social networks serve as the easiest and most common way to sample public opinion, we can make use of the time-stamped, geo-tagged data from social media for this purpose. Table 5 summarises the temporal the state-of-the-art methods for temporal information analysis. Chae et al. [39] explain the temporal analysis of Twitter data related to hurricane Sandy, wherein they analyse the Twitter user density distribution two weeks before and after the date of the event, as well as for a time period on the day of the event, right after the announcement of the evacuation order. A similar study on the spatiotemporal analysis of Twitter data for the same disaster event was performed by Kryvasheyeu et al. [40], according to whom the persistence of the Twitter activity levels in the time frame immediate to the occurrence of the event (post-event) was a good indicator for determining which areas were likely to need the most assistance. Further, during a disaster, normalised activity levels, rates of original content creation, and rates of content rebroadcasting must be considered to identify the hardest-hit areas in real time. The number of tweets during the Christchurch, New Zealand earthquakes were analysed over time in a window of five minutes in [41]. The analysis indicated that when an earthquake with a magnitude of 4.2 or stronger occurred at a particular time, it correlated with a spike in the number of tweets over that time frame.

Another crucial factor to be considered while choosing the time frame for social media data collection is the type of disaster. For disasters like landslides, floods, and storms, we may be able to capture some of the warning signs for these events from social media posts before the actual occurrence of these events, whereas for other events, such as wildfires and earthquakes, the posts relevant or related to them may surface only after the occurrence of these events. Wang et al. [42] analysed wildfire-related tweets of some of the major wildfires that occurred in San Diego County, USA with respect to space, time, content, and network by collecting Twitter data from the day when the first wildfire occurred until the date when most of these wildfires were 100% contained. The temporal evolution of wildfire-related tweets obtained using different keywords, with and without the location, gave an insight into the time lag taken for the spreading of the information. Furthermore, as Granell and Ostermann mentioned in [43], the durations of the impacts of these events also affect the temporal and contextual variation in the data related to these events. For instance, real-time and post-event data can be utilised for disaster response and recovery, whereas pre-event data can be utilised for preparedness and planning. A case study to analyse the social media text during and after the 2012 Beijing rainstorm was described in [3], where the authors performed time-series decomposition of the data to identify the overall trend and variations with respect to different developmental stages of the event, as well as the cyclical trends of microblogging activity. They concluded that the trend analysis of text streams for different topics over time corresponded well with different development stages of the event. For example, texts related to the event increased in the week after the rainstorm, following which they began to slowly subside, and, finally, faded out.
### Table 5. Temporal.

<table>
<thead>
<tr>
<th>References</th>
<th>Temporal</th>
<th>Pros and Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-Event Real-Time Post-Event</td>
<td></td>
</tr>
<tr>
<td>[39,40]</td>
<td>Analysis of the temporal distribution of tweets for Hurricane Sandy</td>
<td>The spatiotemporal visualisation can bring a significant benefit for decision-making. However, obtaining spatial information from micro-blogs is a big challenge that is not discussed in these papers.</td>
</tr>
<tr>
<td>[42]</td>
<td>Spatial and temporal analysis of wildfire Twitter activities using kernel density estimation (KDE)</td>
<td>The idea of using social media for wildfire hazards analysis is very interesting, but the analysis method and evaluation are too simple.</td>
</tr>
<tr>
<td>[3]</td>
<td>Trend analysis of the 2012 Beijing rainstorm using time-series decomposition of social media data</td>
<td>This is the first study to utilise Chinese social media to uncover emergency events in an urban city. This paper introduced a useful data-cleaning method for Chinese texts, which can be used for many purposes. However, the analysis the use of the extracted spatial information is too simple.</td>
</tr>
<tr>
<td>[44]</td>
<td>Temporal trend analysis using logistic regression for tweets related to Hurricane Sandy</td>
<td>This paper makes a very detailed and complete categorisation for social media in disaster management. This expert knowledge can be reused by other researchers. However, the data analysis is too simple.</td>
</tr>
<tr>
<td>[41]</td>
<td>Extraction of situation awareness information using the burst detection technique and online clustering</td>
<td>This paper provides a solution to processing social media data in real time. However, the evaluation is not sufficient to prove that the proposed method is practical and applicable to real-world applications.</td>
</tr>
</tbody>
</table>
The classification of these social media messages into different contextual categories and their analysis over time help to identify the transition between various phases of disaster management and support effective decision-making for disaster preparedness, response, and recovery. The authors of [44] present a classifier based on logistic regression that automatically classifies the gathered social media data into various topic categories during various disaster phases and classifies the temporal trends of these topic categories in different phases. The experimentation using tweets related to Hurricane Sandy revealed that: (i) Tweets regarding preparedness reached their peak on the day before the event when the emergency declaration was issued, (ii) a large proportion of tweets related to impact were observed within a few days of the event’s occurrence, and (iii) the largest peak of tweets related to disaster recovery was observed five days after the event.

7. Methodology

In the previous section, we discussed the state-of-the-art methodologies and algorithms used in research for extracting the spatial and temporal information from social media. However, methodologies and algorithms are used in all stages of social media data analytics. In this section, we categorise the most popular methodologies applied to social media data based on the data analysis stages, as shown in Figure 6. The state-of-the-art methodologies for the data analysis stages are summarised in Table 6.

7.1. Methodologies Used for Data Management

Data management for social media includes collecting, indexing, storing, and querying social media data for the accessibility, reliability, and timeliness of the data. Social media generates a large volume of data every day. For instance, according to [45], Facebook generates around four petabytes of data every day. The sheer amount of data itself poses a significant challenge in social media data management, making it a Big Data problem. Data management and analysis systems for social media data must, therefore, be able to handle the “four Vs” of Big Data analytics—namely, volume, variety, velocity, and veracity. In this section, we present the state of the art in various systems and in research involving social media analytics for disaster management. From the data management perspective, we reviewed how data are collected, filtered, pre-processed, localised, stored, indexed, and queried.

Maynard et al. [15] presented a framework for real-time semantic social media analysis that is based on a popular open-source framework for natural language processing, GATE [46]. For the evaluation of the framework, they used the Twitter streaming API for data collection. Both streaming and batch processing approaches were evaluated. The GATE Cloud Paralleliser (GCP) [47] was used to perform batch processing of text, as it supports execution of NLP pipelines with millions of documents. It performs the pre-processing and transformations required to load into the main information management system in the GATE pipeline, Mimir (Multi-paradigm Information Management Index and Repository). It also supports indexing of text, annotations, and semantics. In real-time stream analysis, the Twitter client is used to capture data from the Twitter streaming API to feed into a message queue. Separate semantic analysis processors analyse and annotate the text and push it into Mimir, which, in turn, enables semantic search using the
knowledge encoded in knowledge graphs or ontologies [48]. This enables the indexed documents to form semantic relationships and, thus, makes it easy to perform complex semantic searches over the indexed dataset. GATE Prospector [14] is used for exploring and searching datasets in the Mímir system. This system is reviewed in the next section.

Kim et al. proposed a conceptual framework [49] for social media data collection and quality assessment. The framework’s strategy consists of three major steps to develop, apply, and validate search filters. Retrieval precision and retrieval recall are measured. Quality assessment in data collection is an important aspect of analysing a large amount of data, such as social media content. This is very relevant in the disaster management scenario. Search filter development is performed with keyword selection, which includes disambiguations and slang words, and this procedure was generally performed manually by domain experts. Search filters are developed using standard logical operators, such as AND, OR, and NOT, and by involving data preprocessing techniques, such as n-gram analysis and proximity operators. D-record [50] utilises three data sources: Twitter, OpenStreetMap, and satellite images. A set of keywords for a needed concept was expanded using topic modelling learned using an support vector machine (SVM)-based classifier with Synthetic Minority Over-Sampling Technique (SMOTE). In “Twitter Analytics: A big data management perspective” [13], Goonetilleke et al. reviewed several open-source and commercial tools for data collection, management, and querying for Twitter, many of which have been used in disaster management applications. Wang et al. (2013) and Wang et al. (2010) [51,52] developed a scalable Cyber Infrastructure-based Geographic Information Systems (CyberGIS) for analysing large amounts of social media content in a natural disaster context. The system employs data fusion techniques to fuse social media data with census data and remote-sensing imagery. Slamet et al. proposed a system design [53] to find a secure place locator (SPL), which covers a system information engineering aspect. It involves combining multiple data sources, such as location databases, governmental information, and information from the community, as it uses a relational database model to store and process the data. Yates et al. performed a case study on emergency knowledge management and social media technologies [54]. The study investigated social media and related tools for effective knowledge management. It discussed how US government agencies use social media data as an informal information dispersal mechanism, and also studied how visual information layering helped the disaster management scenario.

Apart from text information, the use of multimedia data, such as images, audio, and video, in extreme event management [55] remains challenging due to the variety and complexity of social media content. Such events require sophisticated techniques to represent and analyse the multimedia contents to better understand extreme events. The authors of [56] proposed a novel data model based on a hypergraph structure to manage the massive amount of multimedia data produced by social media. The proposed data model comprises three different entities—users, multimedia objects, and annotation objects—to represent the variety and complexity of relationships of the multimedia contents. This approach enables merging of social media contents from different social media platforms in a single data structure. Here, the influence diffusion algorithm [57] was proposed to investigate social media users who have significant interactions on a particular social media object.
Table 6. Methodologies.

<table>
<thead>
<tr>
<th>References</th>
<th>Methodology</th>
<th>Data Management</th>
<th>Data Analysis</th>
<th>Pros and Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15,58]</td>
<td>GATE Mímir (Multi-paradigm Information Management Index and Repository) was used for indexing and querying, GATE Cloud Paralleliser was used for non-live processing. For real-time processing, a message-queue-based system was used.</td>
<td>Three cases of tweet studies: 2015 UK election, EU referendum, and political reactions to climate change. Semantic analytics pipeline with Named Entity Recognition (NER) (using TweetIE) and Named Entity Linking (NEL) (using YODIE). Topic detection from tweets and sentiment analysis.</td>
<td>GATE is a mature natural language processing toolkit. The proposed system is not domain-specific, and the study was done using Twitter data only. Both data management and data analysis methodologies depend on the GATE framework.</td>
<td></td>
</tr>
<tr>
<td>[50]</td>
<td>Consists of a pipeline of tools to geotag, classify text, and tag “Needs” from tweets. Elastic search is used to store and query data. Data sources consist of Twitter, OpenStreetMap, and satellite images.</td>
<td>CrisisNLP and CrisisLexT26 were used to train the classifier. A location-specific D-Record ontology was used, which consists of the concepts of “Needs” and “Availability”. Support vector machine (SVM)-based text classifier.</td>
<td>Geo-locating tweets using OpenStreetMap and location mentions. Matching locations with “Needs” to locations with supplies. The system is limited to Twitter data. Relatively smaller set of data.</td>
<td></td>
</tr>
<tr>
<td>[59]</td>
<td>Semantic analyses were used to extract tweets related to earthquakes from Twitter and to detect events in real time.</td>
<td>Used a support vector machine (SVM) for the tweet classification and a probabilistic model for location estimation.</td>
<td>An example of real-time earthquake event detection using semantic analysis and a real-time Twitter feed where a user functions as a sensor. The precision and recall of the system based on numbers of tweets were evaluated to choose the best performance. The model assumes a single instance of a target event.</td>
<td></td>
</tr>
<tr>
<td>[60]</td>
<td>A topic modelling technique, “Latent Dirichlet Allocation”, was used to retrieve information from a set of social media messages.</td>
<td>Seasonal trend decomposition based on locally weighted regression (Loess), known as Seasonal-Trend Decomposition procedure based on Loess smoothing (STL), was used to identify abnormal events.</td>
<td>The abnormal event detection was based on probabilistic topic extraction and time-series decomposition. Interactive visual analytic system. Analytics and processing approach were not of a real-time nature.</td>
<td></td>
</tr>
<tr>
<td>[61]</td>
<td>Candidate retrieval algorithm for retrieving events. Scoring and ranking procedure for ranking documents of a particular event.</td>
<td>Event detection based on SVM classification. The proposed system tries to address the event identification [62] problem. The system clusters documents by event.</td>
<td>Precision, recall, and F-measure for evaluation. The system makes use of multiple social media sources, which is an advantage. The event candidate retrieval requires historical analysis. The system uses a traditional SQL database, which is not scalable for large social media datasets.</td>
<td></td>
</tr>
</tbody>
</table>

7.2. Methodologies Used for Data Analysis

In [59], the researchers showed an example of an earthquake event and early warning using a social approach. This was accomplished by integrating semantic analysis and real-time data from Twitter. They made two primary assumptions: that each Twitter user is a sensor, and each tweet is associated with a time and location. Semantic analysis was used to classify tweets into positive and negative classes. Tweets related to earthquake
events were classified as a positive class, while tweets unrelated to earthquake events were classified as a negative class. Furthermore, they used a machine learning algorithm, support vector machine (SVM), for tweet classification.

On the other hand, Latent Dirichlet Allocation (LDA), a topic modelling technique in the information retrieval domain, was used in [60]. LDA was used to extract the inherent topic structure from a set of social media messages, and the extracted topic referred to an event (e.g., 2011 Virginia earthquake).

The authors gave an example of topics and the proportions of each topic to all messages and showed how the earthquake events captured from the topics constituted a small proportion of messages. Using the LDA topic model approach, meaningful topics with many iterations were discovered. Abnormal events captured from extracted topics did not happen frequently and covered only a small fraction of the social media data stream. In order to identify such abnormal events, the authors used seasonal trend decomposition based on locally weighted regression (Loess), which they called STL. In STL, the reminder component is used to implement control charts. The detected anomaly events are compared with other social media data to confirm the anomalies.

A candidate retrieval algorithm was used in [61] for retrieving events from the database. The authors implemented feature extraction to extract spatial, temporal, and textual information, and then used scoring and ranking to determine which document belonged to which event. SVM-based classification was the methodology used in this paper for event detection.

An architecture for a public health surveillance process using SMART-C was presented in [63]. The architecture explains the data sources with their modalities, users, and services provided by the underlying system to enable enhanced situational awareness and informed decision-making during all phases of disaster management. The authors discussed the requirements for implementing the following services: event classification/grouping, semantic reasoning, location determination, event extraction, speech analysis, text analysis, video analysis, sensor analysis, geospatial analysis, response planning and generation, and alert dissemination service. They also presented a discussion on security and privacy, event detection, and correlation.

Classification and information extraction from Twitter were carried out in [30]. The authors used free part-of-speech-tagging software for Twitter and Weka data mining tools. For classification purposes, they first broadly classified the tweets into personal, informative, and other tweets. They further classified the informative tweets into: (i) caution and advice, (ii) damage, (iii) donations, (iv) people, and (v) other. They used a Naive Bayesian classifier for feature extraction and used unigram, bigram, and part-of-speech (POS) tagging to provide a rich set of features in the classifier. Once a tweet was classified, a sequence labelling task identified relevant information using conditional random fields.

A participatory sensing-based model for mining spatial information of urban emergency events was discussed in [64]. The researchers conducted simulations on a typhoon event, Typhoon Chan-hom. They proposed a hierarchical data model with three different layers: a (i) social user layer, (ii) crowdsourcing layer, and (iii) spatial information layer. In the social user layer, the proposed method collected data related to emergency events. In the crowdsourcing layer, the positive samples were collected, and the address and Geographic Information Systems (GIS) data is mined. Information related to the same emergency events was clustered in this layer. In the spatial information layer, the spatial information of the emergency event was mined. Semantic analysis of the geo-tagged microblog data helped obtain a public opinion from the spatial perspective, and assistance could be offered where it was required. From the collected data, it was observed that the risk was high in Beijing, Zhejiang, Jiangsu, and Shanghai.

In [34], the authors proposed a probabilistic framework for identifying the location of a Twitter user based on the content of their tweet. The authors used a simple cart classifier to classify the tweets with strong geo-scope, and then use a lattice-based neighbourhood
smoothing model to refine the user location. They also showed that, with an increase in the number of tweets, the location estimation process converges.

The authors of [35] proposed a unified discriminative influence model to solve the problem of profiling users’ home locations on Twitter. They adapted probabilistic methods for local prediction and global prediction to profile user location. Local-prediction-based profiling uses the user’s friends, followers, and their tweets to efficiently profile the user’s location, whereas global prediction, in addition, uses unlabelled users to accurately profile user location. In D-record [50], text sentences are vectorised to capture their semantics. Before featuring, the text is pre-processed by stemming, case folding, and removing noisy lexical elements using an SVM classifier with a lexicon-based feature, Term Frequency-Inverse Document Frequency (TF-IDF) vectors, and gensim’s word2vec embedding.

8. Applications

In this section, we investigate the contribution of social media applications in the context of disaster management strategy, which is a discipline for dealing with disasters or avoid disasters where possible. In general, disaster management strategies consist of four phases: mitigation, preparedness, response, and recovery [65]. These four phases demand supporting tools and technologies for effective disaster management. Several recent research works have utilised social media data to address problems in different types of disasters and phases of disaster management. According to The Emergency Events Database (EM-DAT) [66], there are two general groups of disasters: natural disasters and technological disasters, with several types of disasters within each of these groups. Figure 7 depicts two significant dimensions of social media applications in disaster management studied in this paper, disaster management phase and disaster management type. The disaster management phase represents the stage in the life cycle of disaster management contributed to by social media applications, whereas the disaster management type represents the group of disaster applications. Based on these dimensions, we investigate the current coverage of existing social media applications for disaster management and the overall picture of existing applications.

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Media User</td>
<td>Spatial</td>
</tr>
<tr>
<td>Temporal</td>
<td></td>
</tr>
</tbody>
</table>

### Figure 7

Dimensions of social media applications in disaster management.

#### 8.1. Disaster Management Phases

Disaster management phases describe the normal life cycle of a disaster and provide a useful framework for response [65]. As we have already established, there has been an increased use of social media in different phases of disaster management. Several techniques for the application of social media for disaster management have been proposed in the literature. As presented in Sections 6.1 and 6.2, social media data are usually generated with spatial and temporal information. Such information can be used to facilitate disaster management in different phases.

- **Mitigation**—the actions for minimising the cause and impact of hazards and preventing them from developing into a disaster.
- **Preparedness**—the action plans and educational activities for communities to confront unpreventable hazard events.
- **Response**—the actions for protecting people’s lives and property during hazards or disaster events.
• Recovery—the actions for restoring damaged property and community infrastructures and for curing people of their illnesses.

8.2. Disaster Management Types

Disaster management types refer to groups of disasters, which are classified based on the root cause of the disaster. According to the International Disaster Database (EM-DAT) [66], there are two main groups of disasters: natural disasters and technological disasters.

• Natural disasters are natural events that emerge from natural processes or phenomena and may cause loss of people’s lives and property. Natural disasters are further divided into six sub-groups: biological, geophysical, climatological, hydrological, meteorological, and extra-terrestrial disasters. Some examples of natural hazards are floods, landslides, earthquakes, and tsunamis.

• Technological disasters are disasters that are a consequence of technological processes or human activities. Some examples of technological disasters are industrial and transport accidents.

Table 7 lists the applications of social media data in disaster management. We identify the sub-classes of both disaster management phase and disaster type for the application of social media proposed by each publication. Consequently, this reveals the current coverage of the existing applications of social media in disaster management.

Table 7. Applications of social media data in disaster management.

<table>
<thead>
<tr>
<th>References</th>
<th>Disaster Management Phase</th>
<th>Disaster Management Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>Preparedness, Response</td>
<td>Technological, Natural</td>
</tr>
<tr>
<td></td>
<td>Preparedness, Response,</td>
<td>Natural disaster</td>
</tr>
<tr>
<td></td>
<td>Recovery</td>
<td></td>
</tr>
<tr>
<td>[39]</td>
<td>Preparedness, Response,</td>
<td>Natural disaster</td>
</tr>
<tr>
<td></td>
<td>Recovery</td>
<td></td>
</tr>
<tr>
<td>[40]</td>
<td>Preparedness, Response,</td>
<td>Natural disaster</td>
</tr>
<tr>
<td></td>
<td>Recovery</td>
<td></td>
</tr>
<tr>
<td>[3]</td>
<td>Response</td>
<td>Natural disaster</td>
</tr>
<tr>
<td>[44]</td>
<td>Preparedness, Response</td>
<td>Natural disaster</td>
</tr>
</tbody>
</table>

The authors of [16] proposed a novel approach to viewing social media data as a human sensor and using social media to observe technological disasters (sightings of oil) and natural disasters (earthquakes and air quality). Geo-locations were extracted and used as a boundary for the prediction of an oil spill. The authors of [39,40] analysed Twitter data to identify public behaviour patterns from both spatial and temporal perspectives during a natural disaster—Hurricane Sandy. An investigation of the emergency information distribution using social media during an emergency event was performed in [3]. This work analysed the social media stream during the 2012 Beijing rainstorm by using classification and location models. The authors of [44] analysed tweets about Hurricane Sandy to find temporal trends using a classifier based on logistic regression. The applications of social media mentioned in Table 7 were proposed to address problems in a different phase of disaster management. The work in [16,39,40,44] addresses problems in the preparedness phase, while the outcomes in [3,16,39,40,44] are utilised for the response phase. The applications outlined in [39,40] are used for the recovery phase.

It can be seen that most research has focused on the application of social media data for natural disasters rather than technological disasters. However, the approaches presented in most of these works can be applied to multiple phases of disaster management. Interestingly, the response phase is the most popular aspect in which to exploit social media data, while there are no available publications that are applicable to the mitigation phase.
9. Conclusions

In this paper, we reviewed research publications to investigate the contributions of social media data and the techniques for data management and analysis in disaster management. We studied the various dimensions of the contributions based on our proposed taxonomy, which includes data sources, languages, spatial and temporal information, methodologies, and applications. Human-centric approaches (e.g., social media, blogs, and crowdsourcing) have become significant data sources that provide observational data of real-world events and contribute to disaster management. Several publications have proposed the exploitation of social media data for disaster management, with Twitter being one of the most significant social media data sources used for disaster management. The temporal and spatial information extracted from Twitter is critical information for supporting decision-making in disaster management. Geo-location identification and analysis are key research challenges of the spatial perspective in disaster management. Even though several methodologies have been proposed in the literature, these challenges remain unresolved. However, social media content, along with temporal information, including posting time and event time, can be used to facilitate disaster management in several ways. Many research works used such information to detect precursor events or support decision-making during disasters. Furthermore, several approaches for managing, analysing, and evaluating social media data have been proposed in the literature. It is evident that Big Data technology is a key technology for social media data management due to the high volume of generated social media data. Moreover, machine learning and information retrieval algorithms are widely used to collect, classify, and extract essential information from social media. Such information includes temporal and spatial information and disaster events. F-Measure, precision, and recall are common techniques for evaluation of the proposed methods for data collection, classification, and extraction. Finally, the application perspective of this survey has shown evidence that social media plays a significant role in every phase of disaster management, and the generated data have been used extensively in such management.
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The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LO</td>
<td>Landslip ontology</td>
</tr>
<tr>
<td>WSN</td>
<td>Wireless sensor network</td>
</tr>
<tr>
<td>EO</td>
<td>Earth observation</td>
</tr>
</tbody>
</table>
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