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Knowledge graphs (KGs) have been popularly used in recommender systems to leverage high-order connections between users and items. Typically, KGs are constructed based on semantic information derived from metadata. However, item images are also highly useful, especially for those domains where visual factors are influential such as fashion items. In this paper, we propose an approach to augment visual information extracted by popularly used image feature extraction methods into KGs. Specifically, we introduce visually-augmented KGs where the extracted information is integrated by using visual factor entities and visual relations. Moreover, to leverage the augmented KGs, a user representation learning approach is proposed to learn hybrid user profiles that combine both semantic and visual preferences. The proposed approaches have been applied in top-N recommendation tasks on two real-world datasets. The results show that the augmented KGs and the representation learning approach can improve the recommendation performance. They also show that the augmented KGs are applicable in the state-of-the-art KG-based recommender system as well.
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1 INTRODUCTION

Recommender systems have become essential tools to tackle information overload issues. They are designed to suggest items or information that potentially preferable or relative to users’ personal interests [23]. One widely used approach for building recommender systems is collaborative filtering (CF). In CF-based recommender systems, user-item interactions are used to profile users’ interests to make recommendations [7, 10]. In general, CF is highly effective [7, 10]. However, the performance becomes poorer when user-item interactions are sparse. Leveraging side information to enrich or augment user-item interactions becomes one popular research direction to address this problem [23].

Knowledge graphs (KGs) have been ubiquitous in recommendation research due to its capability of providing contextual information that can overcome the sparsity problem [8, 19–22]. A KG is a directed graph whose nodes are entities, and edges denote relations. In a recommendation scenario, such nodes usually represent users, items and semantic factors such as item attributes while edges denote user-item interaction (e.g., purchased) and item-semantic factor relations (e.g., belong to this category). Besides user-item interactions and item metadata, images are one kind of important and popularly available side information. They are intuitively capable of providing rich information about users’ preferences. For example, in clothing or fashion recommender systems, some users may prefer buying items with...
similar/complementary visual appearances rather than those that have the same category with their purchased items. Due to advances in computer vision and image processing, it is possible to extract these features from images using both feature extraction methods [1, 14, 17] and deep learning models such as convolutional neural networks (CNNs) [9]. However, most KG-based recommender systems mainly focus on semantic information and ignore visual information. How to incorporate visual information to improve recommendations still remains an open research question.

In this work, we introduce visual factor entities and visual relations to KGs and explore how to construct visually-augmented KGs with various kinds of popular image feature extraction methods. These KGs are supposed to be useful for learning latent representations of users and items to profile users’ preferences in both semantic and visual perspectives. However, the majority of existing approaches [4, 18] were proposed to consider only semantic information. This work also proposes an approach to learn user latent representations from a hybrid context contains both semantic and visual information. A novel type of meta-paths called visually-annotated meta-paths are introduced. They are used to form a hybrid context to learn the representations for being used in recommender systems. Both approaches of constructing visually-augmented KGs and learning user representations from them are the main contributions of this work.

2 RELATED WORK

Several approaches in recommendation have been developed during the past few decades. One of the popular approaches is CF using user-item interactions, either explicit (e.g. ratings) or implicit feedback (e.g. buy, tag and watch) to recommend items. This approach can be applied with various methods to learn user/item latent factors such as the k-nearest neighbors (KNN), Matrix Factorization (MF) [10] and deep learning models [23]. Recently, KGs have been leveraged in recommender systems instead of only using user-item interactions as in CF approaches. These KG-based methods can be divided into two approaches: path-based approach [8, 21] considering paths within KGs to predict recommendations and embedding-based approach [19, 22] using low-dimensional node embeddings for the prediction. In an embedding-based approach, how to find node embeddings is normally optional. Different methods including translation-based methods [2, 13] and random-walk-based methods [5, 16] can be chosen. Meta-paths-based approaches such as Metapath2vec [4] are one of the random-walk-based methods. They have been proposed to learn latent representations for nodes based on the semantics of the networks or KGs. Nevertheless, the existing methods were proposed to form a context restricted to a given meta-path and fail to consider hybrid neighborhood context where multiple factors with different weighting probabilities need to be jointly considered. Besides these approaches, there have been also unified methods that combine both approaches such as Knowledge Graph Attention Network (KGAT) [20]. It explicitly models the high-order interdependence in an end-to-end fashion by attentively propagating the embeddings from the entity’s neighbors regardless of the entity types to refine the embeddings. However, this model has only been applied to typical KGs constructed from semantic factors and has ignored the visual information.

3 AUGMENTING VISUAL INFORMATION IN A KNOWLEDGE GRAPH

A knowledge graph (KG) is defined as a directed graph \( \mathcal{G} = \{E, \mathcal{R}\} \) whose nodes in \( E \) are entities and edges in \( \mathcal{R} \) are relations. Each entity can belong to a type \( N_i \in \mathbb{N} \). A relation type connecting entities with the type \( N_i \) and \( N_j \) is denoted by \( R_{N_iN_j} \), and its inverse is denoted by \( R^{-1}_{N_iN_j} \). In a recommendation scenario, common entity types are user \( (U) \), item \( (P) \) and other semantic factors such as category \( (C) \) or tag \( (T) \) and genre \( (G) \) for movies. To incorporate visual information in a typical KG, we introduce a set of visual factor entities \( \{V\} \) with a type \( V \) and a set of visual relations \( \{W\} \). With these additional entities and relations, a visually-augmented knowledge graph is defined as \( \mathcal{G}' = \{E', \mathcal{R}'\} \) where \( E' = E \cup V \), \( \mathcal{R}' = \mathcal{R} \cup W \).
Let $p_k$ be an item node $p_k \in \mathcal{P}$, $p \subset \mathcal{E}$, and $i_k$ denote the image of $p_k$. To generate a set of visual factors, image features are first extracted from every $i_k$. Five image feature types in both local and global levels are considered. For local features, well-known features designed to capture significant shapes and textures are considered, i.e., SIFT [14], SURF [1] and ORB [17]. For global features, two popular feature types are extracted. The first one is Color Histogram (CH) indicating a distribution of hue and saturation values in HSV color space. A 2-D histogram of hue and saturation is firstly computed and then reshaped to a vector for being used as a global color histogram feature. The second global feature is a latent vector extracted from the pre-trained CNN model. As in [7], the feature is extracted from the second fully-connected layer (i.e. FC7) of Caffe reference model [9]. This feature is referred to as CNN feature. After image features are extracted, we applied the popularly used clustering method, k-means, on image features. In this way, an image $i_k$ and its corresponding item node $p_k$ can be allocated into one cluster in case of global features or more clusters in case of local features. Each cluster center is treated as a visual factor and added as one visual factor entity $v \in \mathcal{V}$ in $G'$. Meanwhile, the relations between items and their clusters are considered as relations between item entities and the corresponding visual factor entities, i.e, $R \mathcal{P} \mathcal{V}$ and $R^{-1} \mathcal{P} \mathcal{V}$. They are added to a set of visual relations $W$ in $G'$.

The relations between user and visual factor entities, i.e., $R \mathcal{U} \mathcal{V}$ and $R^{-1} \mathcal{U} \mathcal{V}$, are also considered in this work. They can be obtained by profiling users’ visual preferences and identifying which visual factors are related to each user. To do so, we first aggregate all the items and their images of a given user $u_j$. We adopt mean pooling [12] to get the summary statistics of the visual factors of the items of $u_j$. Let $I_j$ denote the image set of $u_j$. For each image $i \in I_j$, we get all the image feature cluster centers $c$ (represented as a vector). Then we averaged all the image feature cluster centers of $I_j$ and get a vector to represent the user’s visual preferences denoted as $u_j$. In this paper, we compared the similarity of $u_j$ with all existing image feature cluster centers and selected the most similar $k'$ clusters as the representative visual factors of user $u_j$. The relations between users and the representative visual factor entities are then added to ‘W in $G'$. Figure 1 shows an example of a visually-augmented KG. It has three types of semantic nodes, i.e., users (U), items (P), and categories (C), and two pairs of semantic relations $R \mathcal{U} \mathcal{P}$, $R^{-1} \mathcal{U} \mathcal{P}$, $R \mathcal{P} \mathcal{C}$ and $R^{-1} \mathcal{P} \mathcal{C}$. It has one type of visual factor entities $V$ and two pairs of visual relations $R \mathcal{U} \mathcal{V}$, $R^{-1} \mathcal{U} \mathcal{V}$, $R \mathcal{P} \mathcal{V}$, $R^{-1} \mathcal{P} \mathcal{V}$. These nodes and relations can reveal more connections between users which cannot be achieved based on semantic factors, for example, the connections between user $u_1$ and item $p_5$.

4 RECOMMENDER SYSTEM BASED ON VISUALLY-AUGMENTED KNOWLEDGE GRAPH

Based on the generated visually-augmented KG, we can apply knowledge graph-based models such as KGAT [20] to make recommendations directly. However, learning latent representations or embedding of nodes has recently
been proved to be effective for recommender systems and other applications [19, 22]. Meta-path-based random walk approaches [18] have been popularly used to generate embeddings of heterogeneous information networks, a network or a graph with multiple entity/relation types. However, these approaches only consider semantic factors to form a neighborhood context.

To form a hybrid neighborhood context that considers both semantic and visual factors, we define visually-annotated meta-path $\mathbf{m}_i = \{N_i(\delta \ast N_x \oplus (1 - \delta) \ast N_y)N_i \ldots N_j\}$ as a sequence of node types of $G'$, where $\oplus$ is a symbol that represent the "or" relation of semantic node type $N_x$ and visual factor type $N_y$, $\delta$ is a probability $0 \leq \delta \leq 1$. It contains at least one visually annotated node type and one visual relation type. Starting from node type $N_i$, the next node type will go to semantic type $N_x$ with probability of $\delta$ and go to visual factor type $N_y$ with probability $1 - \delta$. For simplicity, we ignore the probability in the annotation and use $\{N_i(N_x \oplus N_y)N_i \ldots N_j\}$ to denote $\mathbf{m}_i$.

This paper assumes each connection (i.e., edge) between any two nodes with the same type of relation is equally important. Starting from one source node, we walk along a visually-annotated meta-path to get a set of neighbor nodes. Different from other papers only consider symmetric meta-paths, in this paper, we do not restrict the meta-paths to be symmetric, as the connectivity of different types of nodes is important in recommender systems [8]. For example, in Figure 1, $UP(C \oplus V)P$ is a visually-annotated meta-path. It forms a hybrid neighborhood where those items that either have the same visual factor value or have the same category are considered similar. For item $p_1$, following this meta-path, item $p_5$ that has the same visual factor value as $p_1$ has the probability $1 - \delta$ of being put in the same context with $p_1$, while item $p_2$ that has the same category as $p_1$ has the probability $\delta$ of being put in the same context with $p_1$.

Based on the generated hybrid neighborhood context, we use self-supervised representation learning models such as skip-gram to learn item node representations/embeddings [15]. Similar to work [12], each user representation is computed by using the mean of item node embeddings of this user’s items. The learned user and item representations can be used for different kinds of recommendation approaches. In this paper, the user-based CF method is adopted. The recommendation process is the same as the traditional user-based CF method except the input is the generated user representations rather than the typical user-item interaction matrix.

5 EXPERIMENTS

5.1 Experimental Setup

The experiments were conducted on two datasets: 1) Amazon dataset1 [6], consisting of users’ reviews and item metadata in “Clothing, Shoes and Jewelry” category. We only retained 5-rated reviews in the dataset to ensure the users’ satisfaction for learning their preferences and considered user rating as implicit feedback. 2) MovieLens dataset2 [3], the version of HetRec2011-MovieLens-2K. The dataset includes user tagging data, movie genres, movie tags, and movie poster images. To extract visual features, the movie posters were crawled from OMDB3. To avoid the sparsity problem, 10-core data in which users and items have at least ten reviews or tagging records each were selected.

The number of visual factors is 100 (i.e., $k = 100$ in $k$-means clustering algorithm). The number of representative visual factors per user is 1 ($k^* = 1$). This parameter was chosen after comparing with $k^* = 3, 5$ and 10. They had similar accuracy but the selected setting required less computational resources. The basic statistics of these KGs are shown in Table 1. To ensure that the hybrid contexts can cover sufficient information, the number of generated paths for every starting node was set to 20. We selected some popular semantic meta-paths in literature [11] to conduct experiments.

---

1http://jmcauley.ucsd.edu/data/amazon/
3http://www.omdbapi.com
Table 1. The statistics of the visually-augmented KGs

<table>
<thead>
<tr>
<th>Entity</th>
<th>Amazon dataset</th>
<th>MovieLens dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>users (U)</td>
<td>items (P)</td>
</tr>
<tr>
<td></td>
<td>categories</td>
<td>12,491</td>
</tr>
<tr>
<td>Relation</td>
<td>$R_{UP}$</td>
<td>207,281</td>
</tr>
<tr>
<td></td>
<td>$R_{UP}$</td>
<td>12,491</td>
</tr>
<tr>
<td></td>
<td>$r_{PV}$ (SURF)</td>
<td>1,979</td>
</tr>
<tr>
<td></td>
<td>$r_{PV}$ (CH)</td>
<td>964</td>
</tr>
</tbody>
</table>

The selected meta-paths are: $m_1 = UP$, $m_2 = UVP$, $m_3 = U\{P \oplus V\}UP\{U \oplus V\}P$ and $m_4 = U\{P \oplus V\}P\{U \oplus V\}P \oplus UP\{C \oplus V\}P\{U \oplus V\}P$ (or $UP\{G \oplus V\}P\{U \oplus V\}P$ and $m_5 = U\{P \oplus V\}P\{U \oplus V\}P\{U \oplus V\}P\{U \oplus V\}P\{U \oplus V\}P$. These meta-paths were applied in the experiments on the datasets where they are applicable. The first and the second probabilities in the visually-annotated meta-paths ($m_3 - m_5$) were varied among {0, 0.25, 0.5, 0.75, 1} to optimize the results. As for node embedding, the skip-gram method was applied with the size of embeddings set to 128 while the other settings were set as in [4]. For the user-based CF models, the number of user neighbors was set to 10 for all experiments.

5.2 Recommendation results

The top-$N$ recommendation performance was evaluated by two commonly used metrics, the average precision@N (AP) and average recall@N (AR) with $N = 1, 5, 10, 50, 100$. They were computed as follows:

$AP = \frac{1}{|U|} \sum_{u \in U} \frac{|P_u \cap P^N_u|}{N}$ and $AR = \frac{1}{|U|} \sum_{u \in U} \frac{|P_u \cap P^N_u|}{|P_u|}$

where $U$ is a set of users, $P_u$ is the set of user $u$’s items and $P^N_u$ is the set of top-$N$ recommended items of a user $u$. We compared the proposed approach VR with MR which is a user-based CF approach using metapath2vec++ [4] method based on typical semantic meta-paths. The results of MR and VR using different meta-paths are shown in Figure 2. We can see that the proposed approach performed better than MR for all these meta-paths for both datasets. It suggests that the proposed approach that considers hybrid context containing both semantic (e.g., tags or categories) and visual factors is more effective than MR that only considers semantic factors.

![Fig. 2. Results of VR and MR approaches with different meta-paths on (a) Amazon dataset and (b) MovieLens dataset](image)

We also compared the effectiveness of different visual factors. To discuss the effects of visual factor types, VR approaches with different settings are compared in Figure 3 where VR-$m_i$-S, VR-$m_i$-F, VR-$m_i$-O, VR-$m_i$-H and VR-$m_i$-C denote the VR approaches using SIFT, SURF, ORB, CH and CNN visual factors with the meta-path $m_i$ respectively. The best meta-paths of both datasets are compared with the best probability parameter setting. For Amazon dataset, VR-$m_2$-S performed better than other approaches for both AP and AR. It suggests that texture and shape features are more effective in recognizing users’ preferences compared to the color feature of items in this dataset. For MovieLens...
Fig. 3. Results of the proposed approach VR with different visual factor types on (a) Amazon dataset and (b) MovieLens dataset

Fig. 4. Results of GA based on KGs augmented with different visual factor types on (a) Amazon dataset and (b) MovieLens dataset

dataset, VR-\(m_5\)-C and VR-\(m_5\)-H outperformed other settings in terms of AP. It demonstrates that CNN and CH features are more effective in capturing users’ visual preferences on the movie posters compared to the other features.

Furthermore, we also evaluated the effectiveness of visually-augmented KGs applied directly in a KG-based recommender system. The state-of-the-art system based on the KGAT [20] was adopted denoted by GA. Let GA-S, GA-F, GA-O, GA-H and GA-C denote the GA approaches that applied on the augmented KGs based on SIFT, SURF, ORB, CH and CNN visual factors respectively. The results of GA based on the original KGs and the augmented KGs with different visual factors are shown in Figure 4. We can see that GA-C performed as well as GA for Amazon dataset. For MovieLens dataset, GA-H performed slightly better than GA in terms of AP. It suggests that the augmentation may not work well in GA approach if there are already a number of entities and relations in the original KGs. On the other hand, augmenting entities and relations in the MovieLens dataset KGs is more effective since it increases the chance to discover more relationships beyond those in the original KGs.

6 CONCLUSION

This work proposes a visually-augmented KG in which image features are incorporated as visual factor entities. We investigated five different types of image feature extraction methods to augment visual factors in KGs. Moreover, we also propose a user representation learning approach to form a hybrid context that considers both semantic and visual factors from the augmented KGs. The generated user representations are applied to neighborhood-based recommender systems. We conducted experiments on two real-world datasets Amazon and MovieLens. We compared the proposed approaches with baseline models based on metapath2vec++ [4] and conducted an experiment on the recent KGAT [20] to evaluate visually-augmented KGs effectiveness. The results show that visual factors can be used to improve recommendation accuracy and the proposed approaches are effective. In the future, we would like to explore more image feature types to construct visually-augmented KGs and investigate hybrid contexts with more factors such as temporal factors. Also, we will explore other self-learning models for more effective embedding learning and user profiling based on visually-augmented KGs.
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